
MATH 623: DIFFERENTIAL GEOMETRY II

DEAN BASKIN

1. Introduction

This is the second semester of a two-semester graduate course providing an introduction
to differential geometry. The second semester is primarily a study of Riemannian manifolds
with a focus on curvature. At the end of the course, we may go in different directions
depending on the interests of the class. Possible directions include comparison theorems,
principal bundles and the Atiyah–Singer index theorem, Lorentzian manifolds, the Hodge
theorem, or the Chern–Gauss–Bonnet theorem.

The topics roughly covered (updated later based on course interest) include:

•
Make sure to add topics!

2. Preliminaries and review

Recall from last semester (or your previous experience) the notions of smooth manifold,
the tangent and cotangent bundles of a smooth manifold, and tensor fields. Put in definitions
to refresh! Maybe recall how to work with the objects!

Sections. Diffeomorphisms.
In coordinates (x1, . . . , xn) on a patch U of M , recall that ∂

∂x1
, . . . , ∂

∂xn
form a basis for

TpM for each p ∈ U .
The following characterization of tensor fields is so useful, let’s just get it out of the way.

Lemma 1. Suppose T : X ×· · ·×X ×Ω1×· · ·×Ω1 → C∞(M) is an R-multillinear function
of k vector fields and ` 1-forms (covector fields). Then T arises from a (`, k)-tensor field T
if and only if T is multilinear over C∞(M) in each of its arguments, e.g.,

T (fX1, . . . , Xk, ω1, . . . , ω`) (p) = f(p)T (X1, . . . , Xk, ω1, . . . , ω`) (p).

Proof. Given a (`, k)-tensor field T , we form T from it by evaluating at each point. We then
have

T (fX1, . . . , Xk, ω1, . . . , ω`) (p) = Tp (f(p)X1,p, . . . , Xk,p, ω1,p, . . . , ω`,p)

= f(p)T (X1,p, . . . , Xk,p, ω1,p, . . . , ω`,p)

= f(p)T (X1, . . . , Xk, ω1, . . . , ω`) (p).

For the other direction, let’s just do the case of T : X → C∞(M). (This contains the main
idea; the general case is an exercise in careful bookkeeping.) Suppose for all f ∈ C∞(M)
and X ∈ X (M) we have

T (fX)(p) = f(p)T (X)(p).
1
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Our aim is to show that T arises from a 1-form ω. Let’s start by defining the purported
1-form. Given p ∈M and v ∈ TpM , choose an X ∈ X (M) so that Xp = v. We define

ωp(v) = T (X)(p).

We must show that ω is well-defined, i.e., that it does not depend on the choice of vector
field X. Suppose X1 and X2 are two vector fields with X1,p = X2,p = v. In particular, the
vector field Y = X1 − X2 satisfies Yp = 0 and so there are smooth vector fields Z1, . . . , Zr
and smooth functions f1, . . . , fr with f1(p) = · · · = fr(p) = 0 so that Y = f1Z1 + · · ·+ frZr.
We then have

T (Y )(p) =
r∑
j=1

fj(p)T (Zj)(p) = 0,

so that T (X1)(p) = T (X2)(p) and thus ωp : TpM → R is well-defined. Its linearity is clear
from the linearity of T and its smoothness follows from the mapping properties of T so it is
indeed a 1-form. �

2.1. Notation. Unless explicitly noted, all manifolds in this course will be smooth (i.e.,
C∞) manifolds.

We use X (M) to denote the space of C∞ vector fields on M , i.e., smooth sections of TM .
For sections of other bundles E → M we often use Γ(E) to denote the space of smooth
sections. For vector fields along a curve α we use X (α) and sections of E above a curve α
are denoted Γ(E,α).

3. Riemannian metrics

Suppose M is a smooth manifold of dimension n (typically n ≥ 2).
Suppose g : X (M)× X (M)→ C∞(M) is a symmetric (0, 2)-tensor. (In other words, g is

a tensor field so that gp : TpM × TpM → R is symmetric at each point p ∈M .)

Definition 2. We say that a symmetric (0, 2)-tensor is a Riemannian metric if gp(v, v) > 0
for all p ∈ M , v ∈ TpM with v 6= 0. The tensor g is pseudo-Riemannian if for all p ∈ M ,
if v ∈ TpM has gp(v, w) = 0 for all w ∈ TpM , then v = 0. (In other words, g is pseudo-
Riemannian if it is non-degenerate and Riemannian if it is additionally an inner product as
you know it from linear algebra.)

A smooth manifold M equipped with a Riemannian metric g is called a Riemannian
manifold.

In terms of the coordinate basis induced by a coordinate patch (x1, . . . , xn) in M , we set

gij = g

(
∂

∂xi
,
∂

∂xj

)
,

so that gij ∈ C∞(U), gji = gij, and if v = vi ∂
∂xi

and w = wj ∂
∂xj

, then

〈v, w〉p := gp(v, w) =
∑
i,j

gijv
iwj|p.

A Riemannian metric g then gives an inner product on each tangent space. It also induces
metrics on associated bundles (in what follows g is always a metric on the tangent spaces;
notation for the induced metrics varies wildly by source and eventually we’ll just use g to
denote all of them unless there can be confusion as to where various objects live).
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One way to view the mechanism for this induction is that g gives a way to “raise and
lower indices”. More precisely, a Riemannian metric g provides an isomorphism between the
tangent and cotangent spaces at each point. Given ω ∈ T ∗pM , we associate to it a vector
wω ∈ TpM by demanding that

gp(wω, v) = ω(v)

for all v ∈ TpM . Because g is non-degenerate, this uniquely defines the vector wω. In local
coordinates, the displayed equation reads∑

i,j

gij(wω)ivj =
∑
j

ωjv
j,

so that

(wω)i =
∑
j

gijωj,

where gij are the components of the matrix inverse of (gij). Similarly, if v ∈ TpM , one can
identify it with the one-form ωv ∈ T ∗pM so that

ωv(u) = gp(v, u)

for all u ∈ TpM . In local coordinates, (ωv)i =
∑

j gijv
j.

(1) Cotangent bundle. Given ω, η ∈ T ∗pM , we define the metric G (sometimes denoted

g−1, sometimes still just g) by

G(ω, η) = g(wω, wη),

where wω is the vector associated to ω and wη is the one associated to η. In coor-
dinates, we have that the (i, j)-component of the metric G is the same as the (i, j)
component of the matrix g−1 = (gk`)

−1, i.e., gij. To check this, observe that

g(wω, wη) =
∑
i,j

gij(wω)i(wη)
j

=
∑
i,j,k,`

gijg
ikωkg

j`η`

=
∑
jk`

δkj g
j`ωkη` =

∑
i,j

gijωiηj.

(2) Tensor bundles. For TpM ⊗ TpM (and higher powers), say that

g⊗(v1 ⊗ v2, w1 ⊗ w2) = g(v1, w1)g(v2w2),

and extend linearly. For factors of T ∗pM , also use the raising/lower operator.

(3) Exterior powers. Use that Λk(TM) is a sub-bundle of (T ∗M)⊗k and use above.
(4) Endomorphism bundle. Identify End(TM) with T ∗M ⊗ TM .

As an example of a Riemannian metric, suppose F : M → RN is an immersion (so that
dFp is injective for all p and thus has rank dimM). The immersion F (and the ambient
inner product on RN) induces a Riemannian metric on M by

gp(v, w) = 〈dFp(v), dFp(w)〉RN

for all v, w ∈ TpM . Exercise: Check that this is a Riemannian metric on M .
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Definition 3. Two Riemannian manifolds (M, gM) and (N, gN) are isometric if there is a
diffeomorphism F : M → N so that

〈dFp(v), dFp(w)〉gN = 〈v, w〉gM
for all p ∈M and v, w ∈ TpM .

In other words, (M, gM) is isometric to (N, gN) if there is a diffeomorphism F : M → N
for which F ∗gN = gM .

More examples:

(1) Rn equipped with the dot product. Here TpRn ∼= Rn canonically, and g(v, w) = v ·w.
Once we have the machinery to make this precise, we’ll see that this is our model of
a flat space.

(2) Sn ⊂ Rn+1 with the metric induced by the inclusion map. Concretely, we can use
coordinates (θ1, . . . , θn) ∈ [0, π)n−1 × [0, 2π) on a large patch of Sn together with the
map F given by

F (θ1, . . . , θn) =



cos θ1

sin θ1 cos θ2

sin θ1 sin θ2 cos θ3

...
sin θ1 sin θ2 . . . sin θn−1 cos θn

sin θ1 sin θ2 . . . sin θn−1 sin θn


A straightforward computation shows that

dF(θ1,...,θn) =


− sin θ1 0 . . . 0

cos θ1 cos θ2 − sin θ1 sin θ2 . . . 0
cos θ1 sin θ2 cos θ3 sin θ1 cos θ2 cos θ3 . . . 0

...
...

. . .
...

cos θ1 sin θ2 . . . sin θn sin θ1 cos θ2 . . . sin θn . . . sin θ1 sin θ2 . . . cos θn


In particular, we have

g

(
∂

∂θi
,
∂

∂θj

)
= dF

(
∂

∂θi

)
· dF

(
∂

∂θj

)
=


0 i 6= j

1 i = j = 1

sin2 θ1 sin2 θ2 . . . sin2 θj−1 i = j 6= 1

.

(This in fact homogeneous, isotropic, etc., but we haven’t defined these terms.) The
sphere is the nicest example of a positively curved space (to be made more precise
later).

(3) Hyperbolic space Hn. We’ll describe three models. (But there are more! Hyperbolic
space just keeps on giving.) Fix some R > 0 (this is a parameter going into the metric,
just as we could have changed the radius of our sphere in the previous example).
(a) The upper half-space UR = {(x, y1, . . . , yn−1) ∈ Rn | x > 0} equipped with the

metric

g = R2dx
2 + (dy1)2 + · · ·+ (dyn−1)2

x2
,

i.e., we take the inner product of two vectors v, w ∈ T(x,y)UR by

〈v, w〉(x,y) = R2v · w
x2

.
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(b) The Poincaré ball model: Let Bn
R ⊂ Rn denote the ball of radius R and equip it

with the metric

g = 4R2 (du1)2 + · · ·+ (dun)2

(R2 − |u|2)2
.

(c) The hyperboloid model: Consider Rn+1 equipped with the pseudo-Riemannian
metric η(t,x1,...,xn) = −(dt)2 +

∑
(dxj)2 and let Hn

R denote one sheet of the two
sheeted hyperboloid:

Hn
R = {t > 0} ∩

{
−t2 + |x|2 = −R2

}
,

and let g = i∗η, where i : Hn
R → Rn+1 is the inclusion.

Theorem 4. All three of the above models of hyperbolic space are isometric.

Proof. You should fill in most of this proof yourself! I’ll give you the maps to show
it for the hyperboloid and ball models.

Let S = (−R, 0, . . . , 0) ∈ Rn+1 and let P ∈ Hn
R, say P = (t, x1, . . . , xn). Define the

map π : Hn
R → Bn

R by letting π(P ) = u ∈ Rn, where (0, u) is the point where the line
from S to P intersects {t = 0}.

Note that this line is given by

(−R, 0, . . . , 0) + s(t+R, x1, . . . , xn),

which hits t = 0 when st+ sR−R = 0, i.e., when s = R
t+R

, so that

π
(
t, x1, . . . , xn

)
=

R

t+R
(x1, . . . , xn).

As P ∈ Hn
R, we have that |x|2 = t2 −R2 and thus

|π(P )|2 =
R2

(t+R)2
|x|2 =

R2(t2 −R2)

(t+R)2
= R2 t−R

t+R
< R2

and thus π(P ) ∈ Bn
R.

The inverse map π−1 : Bn
R → Hn

R is given by

π−1(z1, . . . , zn) =

(
R
R2 + |z|2

R2 − |z|2
, 2

R2z

R2 − |z|2

)
.

You should check that this is the correct form of the inverse and that both π preserves
the inner product. �

4. Covariant differentiation and connections

Recall that a (smooth) k-dimensional vector bundle over a smooth manifold M consists
of the data π : E →M so that

(1) π is surjective,
(2) π−1(p) is a k-dimensional vector space for each p ∈M , and
(3) for each p ∈ M , there is a chart (x, U) around p in M and a diffeomorphism ϕ :

π−1(U)→ x(U)× Rk that restricts to a vector space isomorphism on each fiber.
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One of the first challenges in differential geometry is to determine how to differentiate
sections of a vector bundle. For a trivial vector bundle in Euclidean space, you have the
“constant sections” and so you just differentiate their coefficients. In general, however, there
is no constant section because there is no canonical way of identifying the different fibers of
the bundle. One way to get around this is to define the notion of “parallel transport” along
a curve. In this view, for each smooth path γ : [a, b] → M , we equip the bundle E with
linear maps P (γ)ts : Eγ(s) → Eγ(t) depending smoothly on s, t ∈ [a, b] (and also on γ in an
appropriate sense). We further demand that

P (γ)tr ◦ P (γ)rs = P (γ)ts.

The maps P provide a way of performing parallel translation along the curve γ. (If E were
equipped with a way of measuring distance or angles, we’d also demand that the parallel
translation preserve this.) Given these maps, we could differentiate a section Y of E at
p ∈ M in the direction v ∈ TpM by taking a curve γ : (−ε, ε) → M with γ(0) = p and
γ′(0) = v and then finding

∇vY = lim
s→0

P (γ)0s(Yγ(s))− Yp
s

.

One can check that this is a derivation, but showing that in fact it depends only on v and
not on the extension γ doesn’t quite follow without a more careful accounting of hypotheses.

Instead of defining parallel translation directly, we instead recover it from one of the
other related quantities. As is common in many differential geometry texts (especially those
focusing on vector bundles like the tangent and cotangent bundles), we’ll use the notion of
a Koszul connection, which we’ll just call a connection.

Definition 5. A connection ∇ on the vector bundle π : E → M is an R-linear map ∇ :
Γ(E)→ Γ(T ∗M ⊗ E) so that the product rule holds, i.e.,

∇(fs) = df ⊗ s+ f∇s,

for all smooth functions f ∈ C∞(M) and smooth sections s ∈ Γ(E).

Unwinding this definition, it’s the same as providing, for each section s ∈ Γ(E) and p ∈M ,
an R-linear map (∇s)p : TpM → Ep so that

(1) (∇s)p depends smoothly on p,
(2) for all a, b ∈ R and s1, s2 ∈ Γ(E), ∇(as1 + bs2)p = a(∇s1)p + b(∇s2)p, and
(3) ∇ satisfies a product rule, so for all smooth functions f on M and v ∈ TpM ,

∇(fs)p(v) = dfp(v)sp + f(p)(∇s)p(v).

From now on we’ll drop the p subscript and let it be implicit (as v ∈ TpM). We also typically
write (∇s)(v) as ∇vs. When v is the value of a vector field X ∈ X (M), we also write ∇Xs,
which is the section with value ∇Xps at p.

The following lemma tells us that connections are local and so we will not need to worry
about whether sections are defined globally or only locally.

Lemma 6. If ∇ is a connection on E and s1, s2 ∈ Γ(E) are such that s1 ≡ s2 in a neigh-
borhood of p ∈M , then for all v ∈ TpM , ∇vs1 = ∇vs2.
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Proof. By linearity it suffices to show that if s ≡ 0 in a neighborhood of p then ∇vs = 0.
This statement follows from the product rule. Indeed, for any f ∈ C∞(M) so that supp f ⊂
{s = 0}, we have fs ≡ 0 on M , and

0 = ∇v(fs) = dfp(v)sp + f(p)∇vs,

so that f(p)∇vs = 0. This is true for any such f , so ∇vs = 0. �

A word of warning: you might think that because a connection eats vector fields and gives
you vector fields that it is a tensor, but the product rule (and Lemma 1) tells you that it’s
not. Connections do, however, lie in an affine space whose underlying linear space is the
space of tensors.

Lemma 7. If ∇ and ∇̃ are two connections on the tangent bundle TM then the difference

∇− ∇̃ is a (1, 2)-tensor.

Proof. Let T = ∇− ∇̃ be the R-multilinear object X × X × Ω1 → C∞ given by

T (X, Y, ω) = ω
(
∇XY − ∇̃XY

)
.

By Lemma 1, we must only check that T is multilinear over C∞. As it is already multilinear
over C∞ in X and ω, we need only check in Y , but this follows from the product rule. �

We can think of ∇vs as denoting a directional derivative of s in the direction of v. Just as
we did in calculus (and in the previous semester of this course), we’d like to also differentiate
along curves. Let’s fix a curve α : (a, b)→M .

Definition 8. A section along the curve α is a map t 7→ s(t) ∈ Eα(t) depending smoothly
on t. In an abuse of notation we’ll denote the set of smooth sections along α by Γ(E,α).

Proposition 9. There is a unique map Γ(E,α)→ Γ(E,α), denoted s 7→ D
dt
s and called the

covariant derivative of s along α, so that

(1)
D

dt
(s1(t) + s2(t)) =

D

dt
s1(t) +

D

dt
s2(t),

(2)
D

dt
(f(t)s(t)) = f(t)

D

dt
s(t) + f ′(t)s(t), and

(3) If s̃ ∈ Γ(E) satisfies s(t) = s̃α(t) ∈ Eα(t), then
D

dt
s(t) = ∇α′(t)s̃.

Proof. By localization we can assume that α(I) is contained in a single coordinate chart on
which the bundle E is trivial. We then take a local basis e1, . . . , ek for all Ep for p contained

in this chart and write s(t) =
∑k

j=1 s
j(t)ej.

For uniqueness, we observe that if D
dt

satisfies all three conditions, we must have

D

dt
s(t) =

k∑
j=1

D

dt
(sj(t)ej)(1)

=
k∑
j=1

(
(sj)′(t)ej + sj(t)∇α′(t)ej

)
,

as ej are defined in a neighborhood. The right side does not depend on D
dt

so we have
uniqueness.
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For existence, we now have a formula: we write s in terms of a local basis for the sections
and use equation (1) to define the covariant derivative along α. �

Another notion of connection is called an Ehresmann connection and involves a splitting of
the tangent bundle of E into “horizontal” and “vertical” sub-bundles. In particular, there is
always a canonical sub-bundle V of TE (called the “vertical bundle”) given by the kernel of
the pushfoward map (i.e., the differential of the projection) π∗ : TE → TM . An Ehresmann
connection is the data of a “horizontal” sub-bundle complementary to the vertical one, i.e.,
a sub-bundle H ⊂ TE so that TE = H ⊕V . The notion of connection above induces such a
splitting. (To ensure that it is equivalent to the definition above involves another condition
that we omit here.)

Proposition 10. A connection ∇ on E induces a splitting TE = H ⊕ V .

Proof. We must show that ∇ defines a horizontal sub-bundle H ⊂ TE and that TE splits
as the direct sum H ⊕ V . We start by noting that, for each e ∈ E, Ve = TeEπ(e) ∼= Eπ(e)
because the tangent space of a vector space is canonically isomorphic to the vector space.

We now aim to define the horizontal subspace. We first define a map K : TeE → Eπ(e) and
then define He to be the kernel of K. Given e ∈ E and v ∈ TeE, choose γ : (−ε, ε)→ E so
that γ(0) = e and γ′(0) = v. We now regard γ as a section of E over π◦γ, i.e., γ ∈ Γ(E, π◦γ)
and set

Kv =
D

dt
γ(t)|t=0.

We claim that Kv is independent of the choice of γ. By linearity it suffices to show that
if γ : (−ε, ε) → E has γ(0) = e and γ′(0) = 0, then D

dt
γ(t)|t=0 = 0. We then note that

(π ◦ γ)′(0) = 0 and appeal to equation (1) after writing γ in terms of a local frame for E to
see that indeed D

dt
γ(t)|t=0 = 0.

Now, equipped with the map K : TeE → Eπ(e), we define He = kerK. We now claim that
TeE ∼= He + Ve. Indeed, note that if v ∈ Ve is a vertical vector, we use the identification
Ve ∼= Eπ(e) to construct the curve γ : (−ε, ε) → Eπ(e) given by γ(t) = e + tv. This curve

satisfies γ(0) = e and γ′(0) = v and D
dt
γ(t)|t=0 = v, so Kv = v for vertical vectors. The

operator K can therefore be regarded as a projection onto Ve and so TeE ∼= He ⊕ Ve.
The smoothness of the sub-bundles follows from the smoothness of the maps (π)∗ and K;

that K depends smoothly on e is a consequence of the identity (1). �

We now return to parallel transport. Given a curve α : [0, 1] → M so that α(0) = p and
α(1) = q, we can construct the parallel translation of a vector v ∈ Ep along α in two related
ways. One way is by solving a differential equation: we say that a section s ∈ Γ(E,α) is
parallel if and only if D

dt
s(t) = 0 for all t ∈ [0, 1].

Lemma 11. For every v ∈ Ep, there is a unique s ∈ Γ(E,α) so that s(0) = v and s is
parallel.

Proof. Working locally in charts where the bundle is trivial, this again follows from the iden-
tity (1), this time interpreted as a linear system of differential equations for the coefficients
of the frame. It is not hard to check that existence and uniqueness for ODEs then guarantees
a solution. �

We then define the parallel translate of v by P (α)10v = s(1). Note that this value typically
depends on the choice of path!
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Another way to define the parallel translate of v along α to lift α to a curve α̃ : [0, 1]→ E
so that π ◦ α̃ = α, α(0) = (p, v) and so that α̃′(t) ∈ Hα̃(t) for all t. The existence of such a
lift follows from the observation that He

∼= Tπ(e)M for all e ∈ E and the decomposition of
TE = V ⊕H. (You need π∗α̃

′(t) = α′(t) and you need α̃′(t) to be horizontal.)
We’ll return to the question of why parallel transport is so called once we start talking

about specific connections.

4.1. Induced connections. A connection ∇ on a vector bundle E over M induces connec-
tions over other bundles formed from E. A few examples:

(1) Dual bundles. If ∇ is a connection on E, we get a connection ∇∗ (we’ll later just call
this ∇) on the dual bundle E∗ by duality. Indeed, if ξ ∈ Γ(E∗), we define ∇vξ by
demanding that, for all s ∈ Γ(E),

d (〈ξ, s〉) (v) = 〈∇∗vξ, s〉+ 〈ξ,∇vs〉.
(2) If ∇E and ∇F are connections on vector bundles E and F over M , then we get a

connection ∇E ⊗∇F on the vector bundle E ⊗ F over M by demanding it satisfy a
product rule: (

∇E ⊗∇F
)
v

(s⊗ t) = ∇E
v s⊗ t+ s⊗∇F

v t.

(3) A similar construction gives a connection on the exterior powers ΛkE by a product
rule:

∇v (s1 ∧ · · · ∧ sk) = ∇vs1 ∧ · · · ∧ sk + · · ·+ s1 ∧ · · · ∧ ∇vsk.

(4) Similarly we get a connection ∇E⊕∇F on the direct sum bundle E⊕F by linearity:(
∇E ⊕∇F

)
v

(s⊕ t) =
(
∇E
v s
)
⊕
(
∇F
v t
)
.

(5) By identifying the endomorphisms of E with E∗⊗E we also get a connection on the
endomorphism bundle End(E).

As a result, if we have a connection on the vector bundle TM then we in fact have a
connection on all of the tensor bundles.

4.2. The Levi-Civita connection. We now specialize to the case where E = TM and its
associated vector bundles.

Definition 12. Given a connection ∇ on TM , its torsion is given by

T (∇)(X, Y ) = ∇XY −∇YX − [X, Y ] ∈ C∞(M)

where X, Y ∈ X (M) and [X, Y ] is the Lie bracket.

Lemma 13. The torsion of a connection on TM is an antisymmetric (0, 2)-tensor.

Proof. It’s clearly antisymmetric; that it is a tensor follows from the characterization of
tensor fields given by Lemma 1. Indeed, we have to check that it is multilinear over C∞(M).
Take f ∈ C∞(M), X, Y ∈ X (M) and consider

T (∇)(fX, Y ) = ∇fXY −∇Y (fX)− [fX, Y ]

= f∇XY − (Y (f)X + f∇YX)− (f [X, Y ]− Y (f)X)

= fT (∇)(X, Y ).

�
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Theorem 14. Suppose (M, g) is a Riemannian manifold. There is a unique connection ∇
so that

(1) ∇ is torsion-free (i.e., ∇XY −∇YX − [X, Y ] = 0), and
(2) ∇ is compatible with the metric g, i.e., for all X, Y, Z ∈ X (M),

X (g(Y, Z)) = g (∇XY, Z) + g (Y,∇XZ) .

Definition 15. The unique torsion-free connection compatible with g is called the Levi-
Civita connection.

Proof. To prove uniqueness, suppose that ∇ is torsion-free and compatible with g. Then
compatibility yields

X 〈Y, Z〉+ Y 〈Z,X〉 − Z 〈X, Y 〉 − 〈X, [Y, Z]〉+ 〈Y, [Z,X]〉+ 〈Z, [X, Y ]〉
= 〈∇XY, Z〉+ 〈Y,∇XZ〉+ 〈∇YZ,X〉+ 〈Z,∇YX〉 − 〈∇ZX, Y 〉 − 〈X,∇ZY 〉
− 〈X, [Y, Z]〉+ 〈Y, [Z,X]〉+ 〈Z, [X, Y ]〉 ,

while ∇ being torsion-free lets us write, e.g., ∇XZ − ∇ZX = [X,Z], so that the above
expression is equal to (here using that g is symmetric)

〈∇XY, Z〉+ 〈Y, [X,Z]〉+ 〈X, [Y, Z]〉
+ 〈Z,∇XY + [Y,X]〉 − 〈X, [Y, Z]〉 − 〈Y, [Z,X]〉+ 〈Z, [X, Y ]〉

= 2 〈∇XY, Z〉 .
In other words, we end up with the equality

〈∇XY, Z〉 =
1

2
[X 〈Y, Z〉+ Y 〈Z,X〉 − Z 〈X, Y 〉 − 〈X, [Y, Z]〉+ 〈Y, [Z,X]〉+ 〈Z, [X, Y ]〉] .

Because g is non-degenerate and this relationship must hold for all Z, any two choices of
torsion-free metric-compatible connection must agree.

Similarly, because g is non-degenerate, the formula above also defines the connection ∇,
so we also get existence. (You should check that it is tensorial in X and Z and satisfies a
product rule in Y and should also check that it is torsion-free and metric-compatible.) �

How does this connection look in local coordinates? Let (x1, . . . , xn) be coordinates in a
chart on M and ∂j denote the corresponding basis for the tangent space. We then have

〈∇∂i∂j, ∂k〉 =
1

2
[∂i 〈∂j, ∂k〉+ ∂j 〈∂i, ∂k〉 − ∂k 〈∂i, ∂j〉]

=
1

2
[∂igjk + ∂jgik − ∂kgij] .

If we write ∇∂i∂j =
∑

` Γ`ij∂`, then

n∑
`=1

Γ`ijg`k =
n∑
`=1

Γ`ij 〈∂`, ∂k〉

=
1

2
(∂igjk + ∂jgik − ∂kgij) .

This is an n× n system of linear equations, which we solve to find

Γkij =
n∑
`=1

1

2
gk` (∂igj` + ∂jgi` − ∂`gij) ,
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where gk` are the components of the inverse metric (i.e., the inverse of the matrix (gij) or
the components of the induced metric on the cotangent bundle, etc.).

Definition 16. The Γkij are called Christoffel symbols or connection coefficients.

Word of warning: Γkij are NOT the components of a tensor (they lie in an affine space).

As described above, ∇ induces a connection on the cotangent bundle, given for ω ∈ Ω1(M)
by

(∇vω)(X) = v(ω(X))− ω(∇vX).

For more general tensors it has an analogous form, with ∇vA of a (k, `)-tensor given by

(∇vA)(ω1, . . . , ωk, X1, . . . , X`) = v (A(ω1, . . . , ωk, X1, . . . , X`))

−
k∑
i=1

A (ω1, . . . , ωi−1,∇vωi, ωi+1, . . . , ωk, X1, . . . , X`)

−
∑̀
j=1

A (ω1, . . . , ωk, X1, . . . , Xj−1,∇vXj, Xj+1, . . . , X`) .

Proposition 17. Parallel transport using the Levi-Civita connection is an isometry.

Proof. Suppose α : [0, 1]→M is smooth and V,W ∈ X (α). Then

d

dt
〈V (t),W (t)〉 =

〈
D

dt
V (t),W (t)

〉
+

〈
V (t),

D

dt
W (t)

〉
,

so that if V and W are parallel then their inner product is preserved. �

5. Geodesics and Hamiltonian flows

Most differential geometry textbooks use the connection directly to define and reason
about geodesics. We’ll instead take a Hamiltonian approach. To do that, we need some
preliminaries about the symplectic structure on the cotangent bundle.

5.1. Symplectic manifolds.

Definition 18. A manifold (M,ω) is called a symplectic manifold if M is a smooth manifold
and ω is a non-degenerate closed 2-form on M .

In other words, at each point ω is an alternating (0, 2)-tensor so that dω = 0 and, if
v ∈ TpM satisfies

ω(v, u) = 0 for all u ∈ TpM,

then v = 0.

Lemma 19. A symplectic manifold must be even-dimensional.

Proof. Working in local coordinates, this reduces to the statement that if n is odd, then any
skew-symmetric n×n real matrix must have a kernel. To see this, a skew-symmetric matrix
A has

detA = det(Aᵀ) = det(−A) = (−1)n detA,

so that detA = 0 if n is odd and thus 0 is an eigenvalue of A, i.e., A must have a kernel. �
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There is a lot to say about symplectic manifolds, most of which we omit here. One
of the most famous is Darboux’s theorem, which essentially says that there are no local
invariants of symplectic manifolds, i.e., one can always find local coordinates (q, p) so that
ω =

∑
i dq

i ∧ dpi. There’s a lovely proof of this using Moser’s trick which I’m happy to talk
about if you like:

Theorem 20 (Darboux). Suppose (M,ω) is a symplectic 2k-dimensional manifold. Around
any point p ∈M there is a coordinate chart U and coordinates (x1, . . . , xk, y1, . . . , yk) so that

ω|U =
k∑
i=1

dxi ∧ dyi.

Proof. You can always find a coordinate system (x̃1, . . . , x̃k, ỹ1, . . . , ỹk) achieving this exactly
at the point p. We claim then that there is a local diffeomorphism φ of a smaller neighborhood
so that

φ∗
(∑

dx̃i ∧ dỹi
)

= ω|U ,
and then the desired coordinate system is x = x̃ ◦ φ and y = ỹ ◦ φ.

It remains to prove the claim. We first claim that if ωt is a family of symplectic forms so
that d

dt
ωt = dσt for some 1-forms σt, then there is a family of diffeomorphisms ψt so that

ψ∗tωt = ω0. Indeed, this follows from Lemma 21 below by using Cartan’s magic formula

LXω = d ◦ iX + iX ◦ d,
where iX denotes the interior product (i.e., plugging X into the first slot) and observing that
the differential equation in Lemma 21 becomes

0 =
d

dt
ωt + d(iXωt) + iX(dωt) = d(σt + iXωt).

As ωt is non-degenerate, one can find X so that σt = iXωt and so Lemma 21 applies.
Finally, by the Poincaré lemma (which says that on Rn, closed forms are exact), the

difference ωt − ω0 = dσt and so we can apply the claim. �

Lemma 21 (Moser’s trick). Suppose ωt, t ∈ [0, 1] is a family of differential forms on M . If
there is a solution Xt ∈ X (M), t ∈ [0, 1] to the differential equation

d

dt
ωt + LXtωt = 0,

where LX denotes the Lie derivative with respect to X, then there exists a family of diffeo-
morphisms ψt on M so that ψ∗tωt = ω0 and ψ0 = Id.

Proof. Given Xt, let ψt be the flow it generates, so

d

dt
(ψ∗tωt) = ψ∗t

(
d

dt
ωt + LXtωt

)
= 0,

so ψ∗tωt = ψ∗0ω0 = ω0. �

Now, back on track. One of the main things we want to use symplectic structures for
is to get Hamilton vector fields. Just as we had with Riemannian metrics, we can use the
nondegenerate 2-form ω to identify the tangent and cotangent spaces at each point. Indeed,
given any 1-form σ, we can find some vector field X associated to it by demanding that

ω(v,X) = σp(v)
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for all vectors v ∈ TpM . In particular, if we have a real-valued function H (called a Hamilton-
ian) on M , we can find the Hamilton vector field of H, which we’ll denote XH , by demanding
that XH be the vector field associated to dH by ω.

As smooth vector fields yield flows, we therefore also obtain a flow φt from the Hamilton
vector field XH .

Lemma 22. The Hamiltonian H is conserved by the flow φt.

Proof. This is an exercise in unraveling the definitions and using the chain rule. Indeed,
suppose p ∈M and let γ(t) = φt(p), so that

γ′(t) = (XH)γ(t),

γ(0) = p.

We then differentiate H(γ(t)):

d

dt
H(γ(t)) = dH(γ′(t))

= dH(XH) = ω(XH , XH) = 0,

so that H(γ(t)) = H(γ(0)). �

5.2. A very brief foray into Hamiltonian mechanics. One of the most important ex-
amples of a symplectic manifold is the cotangent bundle T ∗M of a smooth manifold M .
(Note that the dimension of T ∗M is always twice the dimension of M and therefore even.)
If π : T ∗M →M denotes the projection, we can define the canonical 1-form α on T ∗M by

α(x,ξ)(v) = ξ(π∗v)

where (x, ξ) ∈ T ∗M and v ∈ T(x,ξ)(T ∗M). In other words, the form α acts on a vector v at a
point (x, ξ) in the cotangent bundle by evaluating the covector ξ (a covector on M) on the
pushvorward of v. In terms of local coordinates (x, ξ),1 you can check that

α =
∑
j

ξjdx
j.

We then define a symplectic form ω by ω = dα. In a local coordinate system ω has the form

ω =
∑
J

dξj ∧ dxj.

It is plainly a 2-form, dω = d(dα) = 0, and there are several ways to check that it is non-
degenerate. One way is to observe that ωn, the n-th wedge power of ω, is a non-vanishing
volume form. We can also check it directly by taking v ∈ T(x,ξ)(T

∗M) with ω(v, •) = 0.
Writing v in terms of the basis given by the coordinate system, we write

v =
∑
j

vj
∂

∂xj
+
∑
j

wj
∂

∂ξj
,

so that
ω(v, •) = −

∑
j

vjdξj +
∑
j

wjdxj,

so that we must have vj = wj = 0, i.e., v = 0.

1Recall that a coordinate system x on M induces a coordinate chart (x, ξ) on T ∗M by writing covectors
in terms of the basis dxJ of each cotangent space; ξj are the coefficients here.
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From a physical perspective, the symplectic manifold (T ∗M,ω) is thought of as a “phase
space” for a physical system taking place on the “configuration space”M while a Hamiltonian
H is the total energy of the system. If M = R and

H(x, ξ) =
1

2m
|ξ|2 + V (x),

(i.e., H is kinetic energy plus potential energy), then

dH =
1

m
ξ dξ + V ′(x)dx,

so that

XH =
1

m
ξ
∂

∂x
− V ′(x)

∂

∂ξ
,

and thus the integral curves of the flow generated by XH satisfy

dx

dt
=

1

m
ξ,

dξ

dt
= −V ′(x).

In particular, x satisfies the second-order differential equation

x′′(t) = − 1

m
V ′(x(t)),

which you might recognize as Newton’s second law for the conservative force given by the
potential V (x).

5.3. Geodesics. Suppose now that (M, g) is a Riemannian manifold and (in a mild abuse
of notation) let g−1 denote the induced inner product on each cotangent space. Recall from
the last section that T ∗M is always a symplectic manifold and consider the Hamiltonian
function

H(x, ξ) =
1

2
|ξ|2g−1 =

1

2

∑
i,j

gij(x)ξiξj.

By the discussion above, we associate to H a Hamilton vector field XH and a (very impor-
tant!) flow φt.

Definition 23. We say that φt is the geodesic flow on the cotangent bundle and the integral
curves of XH are called lifted geodesics. If γ(t) is a lifted geodesic, its projection π ◦ γ to M
is called a geodesic.

In local coordinates (x, ξ) on the cotangent bundle, the Hamilton vector field of H is given
by

XH =
∑
i

gii(x)ξi∂xi +
1

2

∑
i 6=j

gij(x)ξi∂xj −
1

2

∂gij(x)

∂xk
ξiξj∂ξk

= wξ −
1

2

∂gij(x)

∂xk
ξiξj∂ξk ,

where, in another abuse of notation, wξ is the vector field on M (regarded as a vector field
on T ∗M) associated to ξ by the metric g. In particular, the integral curves (x(t), ξ(t)) of
XH satisfy

dx

dt
= wξ,

dξ

d̃
= −1

2

∑ ∂gij(x(t))

∂ξ
ξiξj.
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Before we get to examples, let’s connect2 this computation with our discussion of connec-
tions from earlier.

Lemma 24. A curve γ̃ : (a, b) → T ∗M is a lifted geodesic if and only if γ = π ◦ γ̃ satisfies
the geodesic equation, namely,

D

dt
γ′(t) = 0

along γ.

In other words, the tangent vector of a geodesic is parallel along the geodesic. This second
order equation is the typical way to introduce geodesics; the Hamiltonian formulation is akin
to turning a second order equation into a system of first order equations.

Proof. The easiest/fastest way to verify the lemma is to write down the differential equations
in local coordinates. Indeed, fix a coordinate system (x1, . . . , xn).

The coordinates of the lifted geodesic satisfy the following system of equations:

dxk

dt
=

∂

∂ξk

(
1

2

∑
i,j

gijξiξj

)
,

dξk
dt

= − ∂

∂xk

(
1

2
gijξiξj

)
.

Observe that, for fixed k, we may write the sum gijξiξj as

gijξiξj =
∑
i,j 6=k

gijξiξj +
∑
j 6=k

(gjk + gkj)ξjξk + gkkξkξk,

so that
∂

∂xk

(
1

2
gijξiξj

)
=

n∑
j=1

gjkξj.

In particular, this is the k-th component of the vector associated to ξ. The first half of
the differential equation then reads that γ′(t) = vξ. We therefore introduce the “vector

variables” vj = gjkξk, so that the first half becomes dxj

dt
= vj(t).

We now turn our attention to the second half. The right side of the second part of the
differential equation has the form

−1

2

∂gij

∂xk
ξiξj,

which we now rewrite using the fact that gij are the components of the inverse matrix of
g. Recall that for a family of invertible matrices A(s), we have A(t)A−1(s) = I, so that
dA
ds
A−1 + AdA−1

ds
= 0, i.e.,

dA−1

ds
= −A−1dA

ds
A−1.

In particular, each component of the matrix must agree. Applying this observation to gij,
we find that

−1

2

∂gij

∂xk
=

1

2
gi`
∂g`m
∂xk

gmj,

2HA!
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so that the second half of the equation reads

dξk
dt

=
1

2
gi`(x(t))

∂g`m(t)

∂xk
gmj(t)ξiξj.

We now aim to turn this into an equation in terms of x and v. We multiply both sides by

grk, sum, and add ξk
grk

dt
to both sides. Observe that

dgrk

dt
=
∑
s

∂grk

∂xs
dxs

dt
= −gra∂gab

∂xs
gbk

dxs

dt
,

so that the equation reads (after using the first half for dxs/dt)

d

dt

(
grkξk

)
=

1

2
grk

∂g`m
∂xk

gi`gmjξiξj − gra
∂gab
∂xs

gbkgsjξjξk.

In terms of vj, the equations then read (after re-indexing)

dxk

dt
= vk,

dvk

dt
= vivjgk`

(
1

2

∂gij
∂x`
− ∂gi`
∂xj

)
= −1

2
vivjgk`

(
∂gi`
∂xj

+
∂gj`
∂xi
− ∂gij
∂x`

)
= −vivjΓkij.

Notice that this equation is the first-order rewriting of the following system of second-order
equations:

d2xk

dt2
+ Γkij(x(t))

(
dxi

dt

)(
dxj

dt

)
= 0.

We now turn to the other system of equations, namely

D

dt
γ′(t) = 0.

As γ′(t) = dx
dt

, we can regard this as a second-order equation of the form (where we have
written out the basis elements explicitly)

D

dt

(
dxk

dt

∂

∂xk

)
= 0.

By our construction of the covariant derivative, we have

D

dt

(
dxk

dt

∂

∂xk

)
=
d2xk

dt2
∂

∂xk
+
dxk

dt
∇ dxj

dt
∂

∂xj

∂

∂xk

=
d2xk

dt2
∂

∂xk
+
dxk

dt

dxj

dt
Γ`jk

∂

∂x`
.

After re-indexing, we see that the equation reads

d2xk

dt2
∂

∂xk
+
dxi

dt

dxj

dt
Γkij

∂

∂xk
,

i.e., the same system as above. �
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In fact, we can recover the entire connection from the symplectic structure and the Hamil-
tonian. For convenience we discuss only how to recover the splitting of T(x,ξ)(T

∗M) into hori-
zontal and vertical subspaces. (The following discussion is adapted from Robert Bryant’s an-
swer here: https://mathoverflow.net/questions/127319/intuition-for-levi-civita-connection-via-hamiltonian-flows.)
Indeed, we regard the Hamiltonian function gijξiξj in two different respects. The first is that
it provides our Hamiltonian vector field XH and the second is that it induces a quadratic
form γH on each T(x,ξ)T

∗M . In our Riemannian case, the quadratic form it induces is simply
π∗g, where g is regarded as a quadratic form on each TxM . We then consider the symmetric
quadratic form

γ̇H = LXH
γH .

A quick computation in coordinates shows that in terms of the basis ∂/∂xj, ∂/∂ξk, γ̇H
corresponds to a matrix (

∗ In
In 0

)
,

where In is the n × n identity matrix and the entries in the upper left can be computed in
terms of Christoffel symbols but are irrelevant here. As a result, γ̇H is non-degenerate and
has n positive and n negative eigenvalues. Using this form (and its matrix realization), we
can see that at each (x, ξ) there is a unique n-plane that is copmlementary to V(x,ξ), null
with respect to the symplectic form ω, and also null with respect to γ̇H . These n-planes
fit smoothly into a bundle, which a coordinate computation shows is the same horizontal
bundle as the one associated to the Levi-Civita connection.

5.4. The exponential map. Back to the main thread, given any point (x, ξ) ∈ T ∗M ,
there is a unique lifted geodesic through that point, namely, t 7→ φt(x, ξ). From our ODE
discussion last semester, we know that it also has a maximal connected interval of existence.
By using the Riemannian metric to identify tangent and cotangent vectors, we then have

Proposition 25. Given any point p ∈ M and any v ∈ TpM , there is an open interval I
containing 0 and a unique geodesic γ : I →M so that γ(0) = p and γ′(0) = v.

It’s traditional to let the exponential map denote the mapping from the tangent space/bundle
(rather than cotangent space/bundle) to the manifold, so we’ll do that. For a point (p, v) ∈
TM , let γ(p,v) denote the unique geodesic with γ(0) = p and γ′(0) = v, and let I(p,v) denote
its maximal interval of existence.3

Definition 26. Define the exponential map exp(p, v) = γ(p,v)(1) if 1 ∈ I(p,v). Define the
restricted exponential map expp(v) = γ(p,v)(1) if 1 ∈ I(p,v).

Let’s let E ⊂ TM denote the domain of exp, i.e., (p, v) ∈ E if and only if 1 ∈ I(p,v).

Proposition 27. (1) E is open, contains the zero section, and is star-shaped.
(2) For each (p, v) ∈ TM , the geodesic γ(p,v) is given by γ(p,v)(t) = expp(tv) whenever

either side is defined.
(3) exp is smooth.

Lemma 28. For any (p, v) ∈ TM , and c, t ∈ R, γ(p,cv)(t) = γ(p,v)(ct) whenever either side
is defined.

3In keeping with the view of the author, we should instead define the exponential map from T ∗M to M by
exp(x, ξ) = φ1(x, ξ) whenever it is defined. The restricted exponential map would then be expx(ξ) = φ1(x, ξ),
but we do not pursue this here for ease of reading other texts.
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Proof. It’s enough to show that γ(p,cv)(t) exists and equality holds whenever γ(p,v)(ct) is
defined. (Replace v by c−1v and t by c−1t for the other direction.)

Suppose I is the maximal interval of definition for γ = γ(p,v), and define

γ̃(t) = γ(ct).

The maximal interval of definition for γ̃ is

c−1I = {t : ct ∈ I} .
We now observe that γ̃ satisfies the geodesic equation (by the chain rule) with γ̃(0) = p and
γ̃′(0) = cv (so that γ̃ = γ(p,cv)). �

Proof of proposition. By the lemma we have that

exp(p, cv) = γ(p,cv)(1) = γ(p,v)(c),

which proves the second statement. If v ∈ Ep (where Ep = {v ∈ TpM : (p, v) ∈ E}), then
γ(p,v) is defined at least on [0, 1]. Then, for t ∈ [0, 1], we have expp(tv) = γ(p,tv)(1) = γ(p,v)(t)
and thus E is star-shaped.

We still need to show that E is open and that exp is smooth. For now we use the
notation e : TM → T ∗M to denote the bundle isomorphism given by “lowering indices”. By
Lemma 24, we see that if γ(t) is a geodesic, then

t 7→ (γ(t), e(γ′(t)))

is the lifted geodesic that projects to γ. By the definition of the flow φt, we then have(
γ(p,v)(t), e

(
γ′(p,v)(t)

))
= φt (p, e(v)) .

By the proof last semester4 of existence and uniqueness of ODEs, there is an open neighbor-
hood U of {0} × T ∗M in R× T ∗M on which φ•(•, •) is defined and the smooth dependence
on parameters shows that φ is smooth where it is defined.

So, if (p, v) ∈ E , the geodesic γ(p,v) is defined at least on [0, 1], so (1, (p, e(v))) ∈ U and
it has an open neighborhood around it, so there is an open neighborhood around (p, v) for
which the flow exists for all t ∈ [0, 1], so E is open.

Finally, exp(p, v) = π ◦φ1(p, e(v)), so exp is smooth as a composition of smooth functions.
�

Lemma 29. For any p ∈ M , there is a neighborhood V ⊂ TpM of 0 ∈ TpM and a U ⊂ M
so that expp : V → U is a diffeomorphism.

Proof. This follows from the inverse function theorem as soon as we show that the derivative
of the restricted exponential map at 0 is invertible. As TpM is a vector space, we have
T0(TpM) ∼= TpM canonically so we can think of

(D expp)0 : TpM → TpM.

Let v ∈ TpM and take τ : (−ε, ε)→ T0(TpM) ∼= TpM to be τ(t) = tv, so that τ(0) = 0 and
τ ′(0) = v. We now compute

(D expp)0(v) =
d

dt
|t=0 expp ◦τ(t)

=
d

dt
|t=0γ(p,v)(t) = v,

4Soon to be recreated and improved in Appendix A.
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so indeed (D expp)0 = IdTpM and is therefore invertible. �

6. Curvature

One question we might ask is to what degree we can make a Riemannian metric “look
like” the Euclidean metric at a point. Can we make its value agree at a given point? (Yes.)
Its first derivatives? (Again, yes.) What about its second derivatives?

6.1. Geodesic normal coordinates. The invertibility of the exponential map at the origin
gives a way of picking distinguished coordinates at a point. Given p ∈ M , let e1, . . . , en be
an orthonormal basis for TpM and consider the map V →M , where V ⊂ Rn, given by

(x1, . . . , xn) 7→ expp
(
x1e1 + · · ·+ xnen

)
.

This map is a diffeomorphism from a neighborhood of 0 ∈ Rn to a neighborhood of p and so
it gives a local coordinate system called geodesic normal coordinates.

What does the metric look like in these coordinates?
We first note that p↔ (0, . . . , 0) and then claim that, in this coordinate system, gij(0) =

δij. Indeed, we computed earlier that (D expp)0 = IdTpM , so

gij(x) =

〈
∂

∂xi
,
∂

∂xj

〉
=
〈
(D expp)

∑
xkek(ei), (D expp)

∑
xkek(ej)

〉
,

so at x = 0, this is gij(0) = 〈ei, ej〉 = δij.
We now turn our attention to the Christoffel symbols. Fix (x1, x2, . . . , xn) ∈ V and

take α(t) = (tx1, . . . , txn); α is a geodesic in U because α(t) = expp(t(x
1, . . . , xn)) (in this

coordinate system). Because α is a geodesic, we have

d2

dt2
αk(t) +

n∑
i,j=1

Γkij(α(t))
dαi

dt
(t)
dαj

dt
(t) = 0

for all k and all t sufficiently small. As we can see that d2

dt2
α(t) = 0, we see that

n∑
i,j=1

Γkij(α(t))
dαi

dt
(t)
dαj

dt
(t) = 0.

Setting t = 0, we have that ∑
ij

Γkij(0)xixj = 0

for all k and all x. As it is true for all x, we may apply it to x = ei to see that Γkii(0) = 0
for all i. We then apply it with x = ei + ej and see that Γkij(0) + Γkji(0) = 0 and thus Γkij(0)

is antisymmetric in i, j. On the other hand, we also knew that Γkij(0) was symmetric in i, j

(indeed, this follows from the coordinate formula for Γkij), so they must all vanish at 0.
What does this fact about the Christoffel symbols mean for the first derivative of the

metric? Well, at x = 0, we have ∇∂k∂i = 0, so ∂kgij|x=0 = 0, i.e., gij(x) = δij+quadratic and
higher terms.

What do these quadratic terms represent?
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6.2. Dimension counting. Let’s take a more general approach and try to pick a new
system of coordinates x1, . . . , xn so that our point p is x = 0 and so that we arrange for the
vanishing of as many terms in the Taylor series of gij at zero as possible.

Let’s assume we already have a coordinate system y1, . . . , yn sending p to y = 0 and let

gij =
〈

∂
∂yi
, ∂
∂yj

〉
. If we change coordinates to x1, . . . , xn, we know that

∂

∂yj
 
∑
i

∂xi

∂yj
∂

∂xi
,

i.e.,
∂

∂xi
=
∑ ∂yj

∂xi
∂

∂yj
.

Letting g̃ij =
〈

∂
∂xi
, ∂
∂xj

〉
, we see that

g̃ij =

〈
∂

∂xi
,
∂

∂xj

〉
=
∑
k,`

(
∂yk

∂xi

)(
∂y`

∂xj

)
gk`.

We therefore use the values of the Jacobian, i.e., the first derivatives of the coordinate

changes, to put g̃ij into a model form. We have the freedom to choose all n2 values of ∂yk

∂xj
,

so we think of this as n2 unknowns. Now g̃ij is always a symmetric matrix, so there are
n(n + 1)/2 independent components of g̃ij and so if we want to make g̃ij = δij, we have a
system of n(n + 1)/2 equations in n2 unknowns. Unless n = 1, this is an underdetermined
system (there are n(n − 1)/2 more unknowns than equations), so we should expect to be
able to solve it. Indeed, the number of excess degrees of freedom here is the dimension of
SO(n) and corresponds to the rotational symmetry enjoyed by Euclidean space.

We’d now like to arrange that the first derivatives of g̃ vanish at 0. Differentiating the
equation above, we have

∂

∂xk
g̃ij =

∂

∂xk

(∑
p,q

∂yp

∂xi
∂yq

∂xj
gpq

)
,

which yields a total of n equations for each component of g, i.e., n2(n+ 1)/2 total equations.
We have the freedom to pick the second derivatives of our coordinate changes at the point
0, but these are subject to the constraint that

∂2yp

∂xi∂xj
=

∂2yp

∂xj∂xi
,

so we have n(n+ 1)/2 choices for each yp, i.e., a total of n2(n+ 1)/2 unknowns. This set of
equations is formally determined (number of equations is the same as number of unknowns),
so we’d expect it to have a unique solution. This is essentially what we found in our discussion
of geodesic normal coordinates.

What about the second derivatives? Now the equation for the second derivative of the
metric tensor involves third derivatives of our coordinate change. The second derivatives

∂2

∂xk∂x`
g̃ij

are again subject to the constraint that mixed partials commute, so we have n(n + 1)/2
equations for each component of g̃, i.e., a total of n2(n + 1)2/4 equations. How many new
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unknowns do we have? In other words, how many different third partial derivatives ∂3yk

∂xk∂x`∂xr

does each component yk have? We consider in cases. When all three of k, `, and r are
distinct, there are

(
n
3

)
= n(n − 1)(n − 2)/6 such possibilities. When two are distinct, we

have n choices for which derivative we take twice and then n−1 for the third derivative, i.e.,
n(n− 1) choices. Finally, when all three indices agree, we have n choices for their common
value. This gives a total of

n(n− 1)(n− 2)

6
+ n(n− 1) + n =

n

6
((n− 1)(n− 2) + 6n) =

n(n+ 1)(n+ 2)

6
.

Alternatively, we could have used a counting argument that labels how many indices take
each value. More precisely, we think of having three identical elements representing the three
derivatives we can take and then divide them up into n buckets (which we realize by n− 1
dividers). If two elements land in the j-th bucket, we take two derivatives in xj. If our
derivatives and buckets are distinguishable, then there are (n− 1 + p)! ways to order them.
The dividers are definitely not distinguishable, so we must divide by (n− 1)!. Similarly, our
mixed partials are symmetric, so we should also think that we can’t distinguish the order in
which we take derivatives, so we should also divide by 3!. This leaves(

n− 1 + 3

3

)
degrees of freedom for each yk. (In general you’d have

(
n−1+p

p

)
degrees of freedom for p-th

derivatives.) As we have n different functions yk, we then have n2(n + 1)(n + 2)/6 total
degrees of freedom.

The thing to note here is that the problem of annihilating the second derivatives at a point
is a formally overdetermined problem, as there are

n2(n+ 1)2

4
− n2(n+ 1)(n+ 2)

6
=
n2(n+ 1)

12
(3(n+ 1)− 2(n+ 2)) =

n2(n2 − 1)

12

more equations than unknowns. We therefore do not expect be able to solve this problem
generally. Encoding this obstruction is the curvature tensor.

6.3. The curvature tensor. As before we suppose (M, g) is a Riemannian manifold equipped
with the Levi-Civita connection.

Definition 30. For X, Y, Z ∈ X (M), define

R(X, Y )Z = ∇X∇YZ −∇Y∇XZ −∇[X,Y ]Z,

so that R : X (M)×X (M)×X (M)→ X (M).

We call R “the” curvature tensor; we should verify that it is a tensor.

Proposition 31. R is a (1, 3)-tensor.

Proof. As before, we need to show that for X, Y, Z ∈ X (M) and f ∈ C∞(M), that

(i) R(fX, Y )Z = fR(X, Y )Z,
(ii) R(X, fY )Z = fR(X, Y )Z, and
(iii) R(X, Y )(fZ) = fR(X, Y )Z.
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In fact, R is clearly antisymmetric in X and Y , so the first two are equivalent. We now
compute:

R(fX, Y )Z = ∇fX∇YZ −∇Y∇fXZ −∇[fX,Y ]Z

= f∇X∇YZ −∇Y (f∇XZ)−∇f [X,Y ]−Y (f)XZ

= f∇X∇YZ − f∇Y∇XZ − Y (f)∇XZ − f∇[X,Y ]Z + Y (f)∇XZ

= fR(X, Y )Z.

Similarly,

R(X, Y )(fZ) = ∇X∇Y (fZ)−∇Y∇X(fZ)−∇[X,Y ](fZ)

= ∇X (f∇YZ + Y (f)Z)−∇Y (f∇XZ +X(f)Z)− f∇[X,Y ]Z − [X, Y ](f)Z

= f∇X∇YZ +X(f)∇YZ + Y (f)∇XZ +X(Y (f))Z

− f∇Y∇XZ − Y (f)∇XZ −X(f)∇YZ − Y (X(f))Z − f∇[X,Y ]Z − [X, Y ](f)Z

= fR(X, Y )Z + (X(Y (f))− Y (X(f))− [X, Y ](f))Z = fR(X, Y )Z.

�

In local coordinates, we write

R(∂i, ∂j)∂k =
n∑
`=1

R`
ijk∂`.

Since R is a tensor, these components tell us all of the information about R, and so

R(X, Y )Z =
∑
i,j,k,`

X iY jZkR`
ijk∂`.

The tensor R is often called the Riemann curvature tensor and it is independent of coordinate
choices (indeed, we defined it intrinsically). It’s often convenient to turn R from a (1, 3)-
tensor into a (0, 4)-tensor using the metric and we use the same letter R to denote this.
Indeed, we define

R(X, Y, Z,W ) = 〈R(X, Y )Z,W 〉 ,
so that

Rijk` =
∑
p

Rp
ijkg

p`.

The Riemann curvature tensor has several symmetries, and these are easiest to state for
the (0, 4)-tensor.

Proposition 32. (i) R(Y,X,Z,W ) = −R(X, Y, Z,W ),
(ii) R(X, Y,W,Z) = −R(X, Y, Z,W ),

(iii) R(Z,W,X, Y ) = R(X, Y, Z,W ), and
(iv) R(X, Y, Z,W ) +R(Y, Z,X,W ) +R(Z,X, Y,W ) = 0.

The last identity (the cyclic one) is called the first Bianchi identity.

Proof. The first identity is obvious from the definition, which is antisymmetric in X and Y .
For the second identity, we let f denote the smooth function f = 〈Z,W 〉, so that

X(Y (f))− Y (X(f))− [X, Y ](f) = 0.
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We now use that the Levi-Civita connection is compatible with the metric to write

0 = X (Y 〈Z,W 〉)− Y (X 〈Z,W 〉)− [X, Y ] 〈Z,W 〉
= X (〈∇YZ,W 〉+ 〈Z,∇YW 〉)− Y (〈∇XZ,W 〉+ 〈Z,∇XW 〉)−

〈
∇[X,Y ]Z,W

〉
−
〈
Z,∇[X,Y ]W

〉
= 〈∇X∇YZ,W 〉+ 〈∇YZ,∇XW 〉+ 〈∇XZ,∇YW 〉+ 〈Z,∇X∇YW 〉 − 〈∇Y∇XZ,W 〉
− 〈∇XZ,∇YW 〉 − 〈∇YZ,∇XW 〉 − 〈Z,∇Y∇XW 〉 −

〈
∇[X,Y ]Z,W

〉
−
〈
Z,∇[X,Y ]W

〉
= 〈R(X, Y )Z,W 〉 − 〈Z,R(X, Y )W 〉 = R(X, Y, Z,W )−R(X, Y,W,Z),

as desired.
To prove the third identity, we’ll use the fourth identity (the Bianchi identity), so let’s

prove the fourth one now.

R(X, Y )Z +R(Y, Z)X +R(Z,X)Y = ∇X∇YZ −∇Y∇XZ −∇[X,Y ]Z +∇Y∇ZX −∇Z∇YX

−∇[Y,Z]X +∇Z∇XY −∇X∇ZY −∇[Z,X]Y

= ∇X (∇YZ −∇ZY )−∇[Y,Z]X +∇Y (∇ZX −∇XZ)−∇[Z,X]Y

+∇Z (∇XY −∇YX)−∇[X,Y ]Z.

Because the Levi-Civita connection is torsion-free, we know that for any X, Y , we have
∇XY −∇YX = [X, Y ], so that the above sum is given by

R(X, Y )Z +R(Y, Z)X +R(Z,X)Y = ∇X [Y, Z]−∇[Y,Z]X +∇Y [Z,X]−∇[Z,X]Y

+∇Z [X, Y ]−∇[X,Y ]Z

= [X, [Y, Z]] + [Y, [Z,X]] + [Z, [X, Y ]] = 0,

by the Jacobi identity, thus proving the Bianchi identity.
We finally turn to the third identity. We use the first two identities and the Bianchi

identity to write R(Z,W,X, Y ) in two ways:

R(Z,W,X, Y ) = −R(W,Z,X, Y ) = R(Z,X,W, Y ) +R(X,W,Z, Y ),

R(Z,W,X, Y ) = −R(Z,W, Y,X) = R(W,Y, Z,X) +R(Y, Z,W,X),

so that

2R(Z,W,X, Y ) = R(Z,X,W, Y ) +R(X,W,Z, Y ) +R(W,Y, Z,X) +R(Y, Z,W,X).

An identical calculation gives

2R(X, Y, Z,W ) = R(X,Z, Y,W ) +R(Z, Y,X,W ) +R(Y,W,X,Z) +R(W,X, Y, Z).

Using antisymmetry twice on each term (e.g., writing R(W,X, Y, Z) = −R(X,W, Y, Z) =
R(X,W,Z, Y )) shows that these two sums agree, establishing the third identity. �

6.3.1. Another counting argument. How many degrees of freedom does R have? In other
words, how many independent components Rijk` can be prescribed without the above sym-
metries forcing our hands?
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To be more precise, we ask for the dimension of the space of (0, 4) tensors satisfying the
following four identities:

Rijk` = Rk`ij,

Rijk` = −Rjik`,

Rijk` = −Rij`k,

Rijk` +Rjki` +Rkij` = 0.

We’ll now count by cases.5 Antisymmetry demands vanishing if all indices are repeated,
i.e., Raaaa = 0. For two distinct indices, we have three possibilities, namely Raaab, Raabb, and
Rabab, and all others can be put into one of these forms by the identities. Of these, only Rabab

might be non-vanishing, giving us
(
n
2

)
= n(n+ 1)/2 components with two distinct indices.

For three distinct indices, terms of the form Raabc must vanish, and all other terms can be
put into the form Rabac. For these, we have n choices for the repeated index a and

(
n−1
2

)
=

n(n− 1)/2 choices for the other two indices, giving a total of 3
(
n
3

)
of these components.

Finally, for four distinct indices, we start by noticing that we have

Rabcd = −Rbacd = −Rabdc = Rbadc = Rcdab = −Rdcab = −Rcdba = Rdcba,

so, given a choice of a, b, c, d (with, say a < b < c < d for definiteness), there are only three
independent components with these indices and we can take as their representatives Rabcd,
Rbcad, and Rcabd. The Bianchi identity tells us that the third of these is determined by the
other two, so we have in fact two components for each choice of four distinct indices, i.e., a
total of

2

(
n

4

)
=

1

12
n(n− 1)(n− 2)(n− 3)

independent components.
Summing these up, we have a total of

1

12
n(n− 1)(n− 2)(n− 3) +

1

2
n(n− 1)(n− 2) +

1

2
n(n+ 1)

=
1

12
n(n− 1)

(
n2 − 5n+ 6 + 6n− 12 + 6

)
=

1

12
n2(n2 − 1)

independent components. It is no coincidence that this is the same number we found in
our counting argument earlier in this section, as the curvature tensor is the obstruction to
looking metrically Euclidean.

In particular, note this size in low dimensions. In one dimension, there are no independent
components; the curvature tensor always vanishes there. Indeed, you’ve seen that any curve
can be parametrized by arc length, which provides you a local isometry with R.

In two dimensions, the curvature tensor has a single independent component, which you’ve
seen in another form as the Gaussian curvature. In this sense the curvature tensor generalizes
the curvature we defined for surfaces.

In three dimensions, the curvature has 6 independent components and in four dimensions
it has 20.

5If you have a cleaner way to do this please let me know.
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6.4. Sectional curvature. Another generalization of the Gaussian curvature is called the
sectional curvature, which essentially is the Gaussian curvature of a submanifold.

Definition 33. Let p ∈ M and let Π ⊂ TpM be a two-dimensional subspace with basis v
and w. The sectional curvature of Π is

K(Π) =
R(v, w, w, v)

|v|2 |w|2 − 〈v, w〉2
.

We start by claming that K(Π) depends only on Π and not on the choice of basis v, w.
Indeed, suppose ṽ and w̃ is another basis, so

ṽ = av + bw,

w̃ = cv + dw,

with

(
a b
c d

)
invertible. We then use multilinearity and antisymmetry to see that

R(ṽ, w̃, w̃, ṽ) = (ad− bc)R(v, w, w̃, ṽ) = (ad− bc)2R(v, w, w, v),

while we also have

|ṽ|2 |w̃|2 − 〈ṽ, w̃〉2 = (ad− bc)2
(
|v|2 |w|2 − 〈v, w〉2

)
,

so that K(Π) is well-defined.
One interpretation of K(Π) is as the Gaussian curvature at p of the surface expp(Π). In

two dimensions, there is only one sectional curvature K at each point and the Riemann
tensor is given by

R(X, Y, Z,W ) = K (〈X,W 〉 〈Y, Z〉 − 〈X,Z〉 〈Y,W 〉) .
It’s also true that in higher dimensions the entire Riemann tensor can be recovered from the
sectional curvatures, but the reconstruction formula is long and we probably won’t use it in
this course.

Definition 34. A Riemannian manifold (M, g) has constant sectional curvature k if K(Π) =
k for all p ∈M and all Π ⊂ TpM .

As examples, you should check that Sn = {x ∈ Rn+1 | |x| = 1}, equipped with the pullback
of the Euclidean metric, has constant sectional curvature 1.

6.5. Curvature as an operator on tensors. Given an (r, s)-tensor T , for X, Y ∈ X (M),
we obtain another (r, s)-tensor that we call R(X, Y )T by

R(X, Y )T = ∇X∇Y T −∇Y∇XT −∇[X,Y ]T.

Proposition 35. If θ ∈ Ω1(M), and X, Y, Z ∈ X (M), then

(R(X, Y )θ) (Z) = −θ (R(X, Y )Z) .

Proof. By definition of ∇Y θ, we have

Y (θ(Z)) = ∇Y θ(Z) + θ(∇YZ),

so that

X (Y (θ(Z))) = X (∇Y θ(Z) + θ(∇YZ))

= (∇X∇Y θ) (Z) +∇Y θ(∇XZ) +∇Xθ(∇YZ) + θ(∇X∇YZ).
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Now, applying X(Y (f))− Y (X(f))− [X, Y ](f) = 0 with the smooth function f = θ(Z), we
have

0 = X(Y (θ(Z)))− Y (X(θ(Z)))− [X, Y ](θ(Z))

=
(
∇X∇Y θ −∇Y∇Xθ −∇[X,Y ]θ

)
(Z) + θ

(
∇X∇YZ −∇Y∇XZ −∇[X,Y ]Z

)
,

finishing the proof. �

In general, for an (r, s)-tensor T , we have

(R(X, Y )T ) (θ1, . . . , θr, Z1, . . . , Zs)

= −
r∑

k=1

T (θ1, . . . , R(X, Y )θk, . . . , θr, Z1, . . . , Zs)

+
s∑

k=1

T (θ1, . . . , θr, Z1, . . . , R(X, Y )Zk, . . . , Zs) .

Applying this to the metric tensor g, we already know ∇Xg = 0, so R(X, Y )g = 0 and thus

0 = [R(X, Y )g] (Z,W ) = −g (R(X, Y )Z,W )− g (Z,R(X, Y )W )

= −R(X, Y, Z,W )−R(X, Y,W,Z),

which yields one of our earlier properties (nothing new here).
There is, however, a nontrivial property of ∇R, though:

Proposition 36 (Second Bianchi identity). For X, Y, Z, V,W ∈ X (M),

(∇XR) (Y, Z, V,W ) + (∇YR) (Z,X, V,W ) + (∇ZR) (X, Y, V,W ) = 0.

Proof. One (tedious) way to check this is to use the definnition and express the curvature
in terms of commutators and eventually appeal to the Jacobi identity as we did for the first
Bianchi identity. It’s convenient to take a shortcut.

The equation above is tensorial so it is enough to show it in a convenient choice of coordi-
nates. Fix p ∈M ; we want to check the identity at p. We work in geodesic normal coordinates
at p, so Γkij(p) = 0. It’s enough to check it at p for (X, Y, Z, V,W ) = (∂i, ∂j, ∂k, ∂`, ∂m). Note
that because we are working in geodesic normal coordinates, we have ∇∂∗∂∗ = 0 at p. We
therefore conclude that

∇XR (Y, Z, V,W ) = X (R(Y, Z, V,W ))

at p because all other terms vanish.
We now compute. One shortcut we use is to keep two of the terms that vanish at p.

Indeed, we know that at p,

−R(∂j, ∂k,∇∂i∂`, ∂m)−R(∂j, ∂k, ∂`,∇∂i∂m) = 0.

Our other shortcut is that we are using coordinate vector fields, and so [∂∗, ∂∗] = 0. We use
this in two ways. First, there is no third term in the expression for R(∂j, ∂k)∂`. Second,
because the metric is torsion-free, we get to conclude that ∇∂a∂b = ∇∂b∂a. We then see that,
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at p,

X (R(Y, Z, V,W )) = ∂i 〈R(∂j, ∂k)∂`, ∂m〉 −R(∂j, ∂k,∇∂i∂`, ∂m)−R(∂j, ∂k, ∂`,∇∂i∂m)

=
〈
∇∂i

(
∇∂j∇∂k∂` −∇∂k∇∂j∂`

)
, ∂m

〉
+
〈
∇∂j∇∂k∂` −∇∂k∇∂j∂`,∇∂i∂m

〉
−
〈
∇∂j∇∂k∇∂i∂` −∇∂k∇∂j∇∂i∂`, ∂m

〉
−
〈
∇∂j∇∂k∂` −∇∂k∇∂j∂`,∇∂i∂m

〉
=
〈[
∇∂i ,

[
∇∂j ,∇∂k

]]
∂`, ∂m

〉
.

Now we take the cyclic sum over i, j, k and use the Jacobi identity (which is a theorem about
letters and so valid for commutators) to finish the proof. �

6.6. Ricci and scalar curvature. Given the Riemann tensor R, we can define a (0, 2)-
tensor called the Ricci tensor by taking a trace. You should check for yourself that the
following definition is in fact the trace of R(•, X)Y regarded as a linear transformation
TpM → TpM .

Definition 37. The Ricci curvature is the (0, 2)-tensor given in any coordinate system by

Ric(X, Y ) =
n∑
j=1

gijR

(
X,

∂

∂xi
,
∂

∂xj
, Y

)
.

The scalar curvature is a function given by contracting the Ricci curvature:

Rp =
∑
k,`

gk` Ric (∂k, ∂`) =
∑
i,j,k,`

gijgk`R (∂k, ∂i, ∂j, ∂`) .

Note that the Ricci tensor is a symmetric (0, 2)-tensor.
The Ricci tensor and the scalar curvature satisfy a nice relationship called the contracted

second Bianchi identity.6

Theorem 38 (Contracted second Bianchi identity). For p ∈ M and X ∈ TpM , we have,
for any basis vi of TpM ,

X(R) = 2
n∑

i,j=1

gij (∇vi Ric) (X, vi).

where R denotes the scalar curvature and Ric the Ricci tensor.

Proof. The key idea is that the covariant derivative commutes with contraction. We’ll prove
it only for the two cases we need here, but it is true in general. 7 Geodesic normal coordinates
make this much easier to see.

Fix p ∈M and let x1, . . . , xn be geodesic normal coordinates at p (so that Γkij(p) = 0).
Recall that ∇Xg = 0, so that, in particular,

∂kg`m − Γrk`grm − Γrkmg`r = 0.

As we are working in geodesic normal coordinates, we have that at p, ∂kg`m = 0. In partic-
ular, because g`mg

`m = n, we also have ∂kg
`m = 0 at p. We then have, for a (0, 2)-tensor T ,

6This relationship comes up in relativity and tells you that the left hand side of the Einstein equations
(which describe the curvature of the spacetime) must be divergence free and therefore impose a constraint
on the right hand side (which describes the contribution from the matter fields).

7The more general statement follows by an inductive procedure together with the base cases of a (2, 0)
and (1, 1)-tensor.
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that at p (again, we are using geodesic normal coordinates; ordinarily there would be more
terms!)

∂k
(
gijTij

)
= gij∂kTij = gij(∇∂kT )ij.

Similarly, for a (0, 4)-tensor T , we have at p

∂k
(
gijTij`m

)
= gij∂kTij`m = gij(∇∂kT )ij`m.

We now turn to the identity. By the second Bianchi identity, we have

0 = (∇∂iR)(∂j, ∂k, ∂`, ∂m) + (∇∂jR)(∂k, ∂i, ∂`, ∂m) + (∇∂kR)(∂i, ∂j, ∂`, ∂m),

so we contract by multiplying by gi` and gjm and then summing. Because contraction
commutes with covariant derivatives, we know that, e.g., at p

(∇∂iR)(∂j, ∂k, ∂`, ∂m) = ∂i (R(∂j, ∂k, ∂`, ∂m)) ,

so that we obtain at p

0 = gi`∂i
(
gjmR(∂j, ∂k, ∂`, ∂m)

)
+ gjm∂j

(
gi`R(∂k, ∂i, ∂`, ∂m)

)
+ ∂k

(
gi`gjmR(∂i, ∂j, ∂`, ∂m)

)
.

Using the definition of the Ricci and scalar curvatures, we see that this equation yields

∂kR = gjm∂j (Ric(∂k, ∂m)) + gi`∂i (Ric(∂k, ∂`))

= 2gij∂j (Ric(∂k, ∂i)) = 2gij
(
∇∂j Ric

)
(∂k, ∂i),

as desired. �

A significant application of the contracted second Bianchi identity is Schur’s theorem:

Theorem 39. Suppose n = dimM ≥ 3 and M is connected.

(1) Assume there is a smooth function f ∈ C∞(M) so that

Ricp(X, Y ) = f(p)g(X, Y )

for all p ∈M and X, Y ∈ TpM . Then f is constant.
(2) Assume there is a smooth f ∈ C∞(M) so that

R(X, Y, Z,W ) = f(p) (g(X,W )g(Y, Z)− g(X,Z)g(Y,W ))

for all p ∈ M and X, Y, Z,W ∈ TpM . (In other words, the sectional curvatures at p
are all f(p)/(n− 1).) Then f is constant.

Proof. (1) We note that Ric = fg, so

∇vi Ric = ∇vi(fg) = vi(f)g.

The scalar curvature is the trace of Ric, so R = nf . By the contracted second Bianchi
identity, we have

nX(f) = 2
∑

gij∇vj Ric(X, vi) = 2X(f).

As n 6= 2, we conclude X(f) = 0 and so f is constant.
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(2) Now observe

Ricp(X, Y ) =
∑
i,j

gijR(X, vi, vj, Y )

=
∑
i,j

f(p)gij (g(X, Y )gij − g(X, vi)g(Y, vj))

=
∑
i,j

f(p)

(
ng(X, Y )−

∑
k,`

gijgikX
kgj`Y

`

)
=
∑
i,j

f(p) (ng(X, Y )− g(X, Y )) = (n− 1)f(p)g,

putting us in the setting of the first part.
�

Not so relevant here, but an important tensor in relativity is the Einstein tensor, given by
Ric−1

2
Rg. It is divergence-free by the contracted second Bianchi identity.

7. Riemannian distance

Definition 40. For a piecewise smooth path γ : [0, t0]→M , define its length

L(γ) =

∫ t0

0

|γ′(t)|g dt =

∫ t0

0

√
g(γ′(t), γ′(t)) dt

and its energy

E(γ) =

∫ t0

0

|γ′(t)|2g dt =

∫ t0

0

g(γ′(t), γ′(t)) dt.

A quick exercise in the chain rule proves the following:

Lemma 41. L(γ) is independent of orientation-preserving parametrization.

Proof. Suppose γ : [0, t0] → M is smooth (for piecewise smooth, break into pieces) and
α : [0, s0] → [0, t0] is an orientation-preserving diffeomorphism. Let γ̃ = γ ◦ α, so then
γ̃′(s) = γ′(α(s))α′(s), and

L(γ̃) =

∫ s0

0

|γ̃′(s)|g ds =

∫ s0

0

|γ′(α(s))|α′(s) ds

=

∫ s0

0

|γ′(α(s))|α′(s) ds =

∫ t0

0

|γ′(t)| dt = L(γ).

�

We now make our Riemannian manifold into a metric space.

Definition 42. For (M, g) Riemannian, and p, q ∈M , define

d(p, q) = inf {L(γ) | γ : [0, 1]→M piecewise smooth, γ(0) = p, γ(1) = q} .

Note that we could equivalently minimize the energy over paths from p to q – one inequality
is Cauchy–Schwarz and the other is reparametrizing by arc length.

Our aims for this section include the following:

(1) d is a metric,
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(2) If the infimum is attained, the minimizer is a geodesic,
(3) Conditions so that the infimum is attained, and
(4) A second derivative test for minimization.

Lemma 43 (Gauss lemma). Let P ∈ M and v ∈ TpM , v 6= 0. For any w ∈ Tv(TpM) ∼=
TpM , we have 〈

(D expp)v(v), (D expp)v(w)
〉

= 〈v, w〉 .

Proof. Let F̃ (t, s) = t(v + sw) in TpM and F (t, s) = expp(F̃ (t, s)). Observe that

∂F̃

∂t
(0, 0) = v,

∂F̃

∂s
(0, 0) = 0,

∂F̃

∂t
(1, 0) = v,

∂F̃

∂s
(1, 0) = w,

so that

∂F

∂t
(0, 0) = v,

∂F

∂s
(0, 0) = 0,

∂F

∂t
(1, 0) = (D expp)v(v),

∂F

∂s
(1, 0) = (D expp)v(w).

The curve t 7→ F (t, s) is a geodesic with initial velocity vector v + sw, so

D

dt

(
∂F

∂t

)
= 0 and

〈
∂F

∂t
,
∂F

∂t

〉
= 〈v + sw, v + sw〉 .

We now claim that
D

dt

(
∂F

∂s

)
=
D

ds

(
∂F

∂t

)
.

Assuming this claim, we have

∂

∂t

〈
∂F

∂t
,
∂F

∂s

〉
=

〈
D

dt

∂F

∂t
,
∂F

∂s

〉
+

〈
∂F

∂t
,
D

dt

∂F

∂s

〉
= 0 +

〈
∂F

∂t
,
D

ds

∂F

∂t

〉
=

1

2

∂

∂s

〈
∂F

∂t
,
∂F

∂t

〉
= 〈v, w〉 .

So, since the value of the inner product at (0, 0) is 0, its value at (1, 0) must be 〈v, w〉.
We now prove the claim. Suppose F : [0, t0]× [0, s0]→M is smooth. Note that

D

ds

(
∂F

∂t

)
= ∇ ∂F

∂s

∂F

∂t
= ∇ ∂F

∂t

∂F

∂t
+

[
∂F

∂s
,
∂F

∂t

]
=
D

dt

(
∂F

∂s

)
+

[
∂F

∂s
,
∂F

∂t

]
,

so it remains to see that the commutator term vanishes, which can be checked in coordinates.
(Alternatively, we could go immediately to coordinates to see that(

D

ds

(
∂F

∂t

))k
=
∂2F k

∂s∂t
+
∑
i,j

Γkij(F (t, s))
∂F i

∂s
∂F j∂t,

which is symmetric in the roles of s and t.) �
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Now we construct a “local position vector”. Fix p ∈ M , and for q close to p we write
q = expp(v) for some v ∈ TpM (in the neighborhood of 0 where expp is a diffeomorphism).
Let

P = (D expp)v(v) ∈ Texpp(v)M = TqM.

Note that P is a smooth vector field defined in a neighborhood of p, and define the function
Q in this neighborhood by

Q(q) = |v|2g ,
where v = exp−1p (q). We claim that the gradient of Q is 2P .

Proof of claim. Define Q̃ : TpM → R by Q̃(v) = |v|2g, so that in a neighborhood of p,

Q̃ = Q ◦ expp.
Take q close to p and w ∈ TqM , and let v = exp−1p (q), and w̃ ∈ Tv(TpM) ∼= TpM be

defined by (D expp)v(w̃) = w.

Since Q̃ = exp∗pQ, we have

〈(gradQ)q, w〉 = w(Q) = (D expp)v(w̃)(Q)

= w̃
(
exp∗pQ

)
= w̃(Q̃)

=
〈

(grad Q̃)v, w̃
〉

= 2 〈v, w̃〉 .

Now by Gauss we also have 〈P,w〉 = 〈v, w̃〉, so we must have 2P = gradQ because w (and
hence w̃) was arbitrary. �

Proposition 44. Let p ∈ M and Br(0) = {v ∈ TpM | |v|2g < r2}. Assume r > 0 is

sufficiently small that expp |Br(0) is a diffeomorphism and let U = expp(Br(0)). For q ∈ U ,
the radial geodesic γ from p to q is the unique shortest curve (up to reparametrization) in U
from p to q.

Proof. We have to show that for α : [0, t0]→ U with α(0) = p and α(t0) = q, we have

(1) L(α) ≥ L(γ), and
(2) If L(α) = L(γ), then α is a reparametrization of γ.

In the notation from above, define a function R =
√
Q on U , so that V = P/R is the

outward radial unit vector on U \ {p}, and grad r = 1
2R

gradQ = P/R = V .
Without loss of generality we can assume that α(t) 6= p for t > 0 (or else we could

start later with a path that was no longer). Write α′ in terms of its radial and orthogonal
components, i.e.,

α′ = 〈α′, V 〉V +N,

where N is orthogonal to V . (At t = 0, it doesn’t really matter what you do, so maybe take
V = α′(0) and N = 0.) We compute, for t > 0,

|α′(t)| =
√
〈α′, α′〉 =

√
〈α′, V 〉2 + |N |2 ≥ |〈α′, V 〉| .

V is the gradient of R, so 〈α′, V 〉 = d
dt

(R ◦ α), and thus

L(α) =

∫ t0

0

|α′(t)| dt ≥
∫ t0

0

d

dt
(R ◦ α) dt = R(α(t0)) = R(q).
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On the other hand, we compute the length of γ:

L(γ) =

∫ 1

0

|γ′(t)| dt =

∫ 1

0

|v| dt = |v| = R(q),

so L(α) ≥ L(γ). To get equality in the above inequality, we must have |N | = 0 and
|〈α′, V 〉| = 〈α′, V 〉, so that α′(t) =

(
d
dt

(R ◦ α)
)
V , and thus α travels monotonically along γ

and is a reparametrization. �

Proposition 45. Let U = expp(Br(0)) be as above. For any q ∈ U , the radial geodesic γ
from p to q is the unique (up to reparametrization) shortest curve in M from p to q, i.e.,
d(p, q) = L(γ).

Proof. We know it’s the shortest curve within U from p to q, and L(γ) < r, so it remains to
show that if α is a curve in M starting at p and leaving U , then L(α) ≥ r. Since α leaves U ,
it meets every geodesic sphere S(a) = expp(∂Ba(0)) with a < r. If α1 is the shortest inital
sement from p to S(a), then, because α lies in U initially, we must have L(α) ≥ L(α1) = a
for all a < r, i.e., L(α) ≥ r. �

Proposition 46. If M is connected then d is a metric, i.e.,

(i) d(p, q) = 0 if and only if p = q,
(ii) d(p, q) = d(q, p), and

(iii) d(p, q) ≤ d(p, z) + d(z, q) for any z ∈M .

Proof. Note that if M is connected then it is path connected (because it is a manifold), so
d(p, q) < ∞. The second statement is easy by reversing paths, while the third follows by
concatenating them. One implication in the first statement is trivial, so it remains to show
that if d(p, q) = 0, then p = q. Let p, q ∈ M , p 6= q. Let U = expp(Br(0)) be as before. If
q ∈ U , then we write q = expp(v) and then d(p, q) = |v| 6= 0, while if q /∈ U , we saw that
d(p, q) ≥ r, so we’re done. �

Proposition 47. If (M, g) is Riemannian, then the distance function d induces a topology
on M that agrees with the original one. In other words, U is open in M if and only if for
all p ∈ U , there is an ε > 0 so that d(p, q) ≥ ε for all q /∈ U .

Proof. Need to check:

(1) Given any open U ⊂ M and p ∈ U , there is some r > 0 so d(p, q) ≥ r for all q /∈ U ,
and

(2) Given any r > 0 and p ∈M , there is an open set U so that d(p, q) < r for all q ∈ U .

The second statement follows from the fact that expp is a local diffeomorphism around 0.
The first statement follows from the proof of Proposition 45. �

Proposition 48. Let p, q ∈ M and suppose that α : [0, 1] → M is a path from p to q with
L(α) = d(p, q). Then α is a geodesic (up to reparametrization).

You might try to reparametrize α by arc length, but the worry is that it might no longer
be smooth. (Picture sharp corners you can slow down enough for.) Instead we’ll cut it into
small pieces and use Proposition 44.

Proof. Split [0, 1] into finitely many intervals [ti, ti+1] so that α([ti, ti+2]) ⊂ Ui, where Ui is
a normal coordinate neighborhood of α(ti+1). Because α minimizes distance between its
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endpoints it must also minimize distance between the points in between by the triangle
inequality, so that

L
(
α|[ti,ti+2]

)
= d(α(ti), α(ti+2)),

and thus α|[ti,ti+2] is a reparametrization of a geodesic. Write

α|[ti,ti+2] = γi ◦ ϕi,
where γi is a unit speed geodesic and ϕi is monotone. Say γi : [0, Ti]→ Ui and ϕi : [ti, ti+2]→
[0, Ti] and let τi = ϕi(ti+1) ∈ [0, Ti], γi(τi) = α(ti+1).

Consider, for s ∈ [0, 1], the geodesics s 7→ γi((Ti−τi)s+τi) and s 7→ γi+1(τi+1s). Note that
these have the same endpoints and are both contained in the normal coordinate neighborhood
Ui+1, and are both radial geodesics, so the must agree. We can then define γ by

γ(s) = γi

(
s−

i−1∑
j=1

τj

)
for all s so that

∑i−1
j=1 τj ≤ s ≤

∑i
j=1 τi, so that γ is a unit speed geodesic connecting p and

q and a reparametrization of α. �

7.1. Existence of minimizing geodesics. We can’t always expect that there are mini-
mizing geodesics. Take, for example, M = (Rn \ {0}, δij), which has no geodesic joining x
and −x.

Proposition 49. Suppose (M, g) is Riemannian and connected, p ∈M , and the domain of
expp is all of TpM . Then for all q ∈M there is a geodesic γ from p to q with L(γ) = d(p, q).

Proof. The idea is to build a geodesic piecemeal to find a minimizing curve. Now, given p, q,
choose r > 0 so that expp |Br(0) is a diffeormorphism.

If d(p, q) ≤ r, we’re done by earlier results, so we can assume that d(p, q) > r. Define
S ⊂M as the geodesic sphere around p of distance r, i.e.,

S = {z ∈M | d(z, p) = r} =
{

expp(v) | v ∈ TpM, |v| = r
}
.

We need to find a direction to start. As S is compact and d(·, ·) is continuous,8 we can find
a minimizer m ∈ S so that

d(m, q) ≤ d(z, q), for all z ∈ S.
We now claim that d(p,m) + d(m, q) = d(p, q). Note that one inequality follows imme-

diately by concatenation of paths, so we must show only that d(p,m) + d(m, q) ≤ d(p, q).
Indeed, given any ε > 0, we can find an α : [0, 1] → M with α(0) = p, α(1) = q and
L(α) ≤ d(p, q) + ε. The intermediate value theorem implies that there is some τ ∈ [0, 1] with
d(p, α(τ)) = r, so α(τ) ∈ S. As m ∈ S, we have d(p,m) = r = d(p, α(τ)). Because m is a
minimizer, we have d(m, q) ≤ d(α(τ), q), so that

d(p,m) + d(m, q) ≤ d(p, α(τ)) + d(α(τ), q) ≤ L(α|[0,τ ]) + L(α|[τ,1]) = L(α) ≤ d(p, q) + ε.

As this inequality holds for all ε > 0, we conclude that d(p,m) + d(m, q) = d(p, q).
Moving on, we let γ be a unit speed geodesic with γ(0) = p and γ(r) = m. (Asm = expp(v)

for some v with |v| = r, put γ(t) = expp(tv/r).) By hypothesis, γ is defined for all t, so we
let ` = d(p, q). We aim to show that γ(`) = q. Let

t0 = sup {t ∈ [0, `] | t+ d(γ(t), q) = `} .
8You can see this by playing with the definition of d.
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Note that the set on the right is non-empty because 0 + d(γ(0), q) = d(p, q) = `. If t0 = `,
then we’re done as this shows that d(γ(`), q) = 0 and hence γ(`) = q.

Suppose now that t0 < ` and let

S̃ = {z ∈M | d(γ(t0), z) = r̃} ,
where 0 < r̃ < ` − t0 is sufficiently small that expγ(t0) is s diffeomorphism on the ball of

radius r̃. Choose m̃ ∈ S̃ with d(m̃, q) ≤ d(z, q) for all z ∈ S̃. The same argument as before
shows that d(γ(t0), m̃) + d(m̃, q) = d(γ(t0), q), and so

t0 + d(γ(t0), m̃) + d(m̃, q) = t0 + d(γt0 , q) = d(p, q) ≤ d(p, m̃) + d(m̃, q),

so that

t0 + d(γ(t0), m̃) ≤ d(p, m̃).

On the other hand,

d(p, m̃) ≤ d(p, γ(t0)) + d(γ(t0), m̃) = t0 + d(γ(t0), m̃),

so that t0 + d(γ(t0), m̃) = d(p, m̃), and

d(p, γ(t0)) + d(γ(t0), m̃) = d(p, m̃),

so that all three points lie on the same geodesic and thus m̃ = γ(t0 + r̃), so that

t0 + r̃ + d(γ(t0 + r̃), q) = d(p, q),

a contradiction. Thus t0 = ` and we are done. �

Theorem 50 (Hopf–Rinow). The following are equivalent for (M, g) connected:

(i) (M,d) is complete as a metric space,
(ii) There is some p ∈M so that expp is defined on all of TpM ,

(iii) For all p ∈M , expp is defined on all of TpM , and
(iv) Every closed and bounded subset of M is compact.

Proof. The plan is to show (i) implies (iii) implies (ii) implies (iv) implies (i). One implication
is honestly trivial ((iii) implies (ii)), while another is “trivial” ((iv) implies (i), which follows
from your undergraduate analysis course). We therefore need to show (i) implies (iii) and
(ii) implies (iv).

To show (i) implies (iii), we start by fixing p ∈ M and v ∈ TpM . Let γ be the unique
geodesic starting at p with γ′(0) = v. Assume γ cannot be extended to [0,∞) and let [0, T )
be the maximal interval of definition. Take tk ↑ T , then

d(γ(tk), γ(tk+n)) ≤ |v| (tk+n − tk) ≤ |v| (T − tk)→ 0,

so that γ(tk) is a Cauchy sequence. As (M,d) is a complete metric space, γ(tk) → q as
k →∞ and hence γ(T ) = q. By short-time existence for ODEs, we can extend beyond T .9

To show that (ii) implies (iv), we assume that expp is defined on all of TpM and that
A ⊂ M is closed and bounded. Let R > 0 be so that d(p, q) ≤ R for all q ∈ A, so that

A ⊂ expp(BR(0)) where BR(0) ⊂ TpM is the closed ball of radius R. (This follows by

the existence of minimizing geodesics.) As BR(0) is compact and expp is continuous, A is
therefore a closed subset of a compact set in a Hausdorff space and is thus compact. �

9This really needs an additional lemma from ODEs, which would say that if γ is continuously extendible,
then it is smoothly extendible.
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7.2. Stability of geodesics. Recall the length and energy of a curve α : I →M :

L(α) =

∫
I

|α′(t)| dt, E(α) =

∫
I

|α′(t)|2 dt.

Recall further that L(α) is invariant under reparametrization but E(α) is not.

Proposition 51. If α : [0, t0]→M , then E(α) ≥ L(α)2/t0, with equality if and only if α is
parametrized by a multiple of arc length.

Proof. Observe that

L(α) =

∫ t0

0

|α′(t)| dt ≤
(∫ t0

0

|α′(t)|2 dt
)1/2(∫ t0

0

dt

)1/2

= E(α)1/2t
1/2
0 ,

and equality holds if and only if |α′(t)| and 1 are linearly dependent functions, i.e., if α is
parametrized by a multiple of arc length. �

Corollary 52. d(p, q)2 = inf {E(α) | α : [0, 1]→M,α(0) = p, α(1) = q}.

7.2.1. First variation formula. Suppose α : [0, 1]→M .

Definition 53. A variation of α is a smooth map F : [0, 1]× (−ε, ε)→M so that F (t, 0) =
α(t). We typically write αs(t) = F (t, s). Sometimes F is called a homotopy. If F (0, s) =
F (0, 0) and F (1, s) = F (1, 0) for all s, then F is a variation fixing the endpoints.

Set E(s) = E(αs) and define V ∈ X (α) by V = ∂F
∂s
|s=0.

The following proposition is a straightforward computation (after knowing, as we showed

before, that D
ds

(
∂F
∂t

)
= D

dt

(
∂F
∂s

)
).

Proposition 54. Geodesics are critical points of E for variations fixing the endpoints.

Proof. We compute

1

2
E ′(0) =

1

2

d

ds
|s=0E(αs) =

1

2

∫ 1

0

∂

∂s
〈α′s(t), α′s(t)〉 |s=0 dt

=

∫ 1

0

〈
D

ds

(
∂F

∂t

)
, α′s(t)

〉
|s=0 dt

=

∫ 1

0

〈
D

dt

(
∂F

∂s

)
, αs(t)

〉
|s=0 dt

= −
∫ 1

0

〈
V (t),

D

dt
α′(t)

〉
dt+ [〈V (t), α′(t)〉]t=1

t=0 ,

where the last equality follows by integrating by parts (or, using the compatibility of D/dt
with the metric). If the variation fixes the endpoints, the second term vanishes and so the
critical points of E are when D

dt
α′(t) = 0, i.e., when α is a geodesic. �

7.2.2. Second variation formula. Let’s start by calculating the second derivative of E:
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Proposition 55.

1

2
E ′′(0) =

∫ 1

0

〈
D

dt
V (t),

D

dt
V (t)

〉
dt−

∫ 1

0

R(α′(t), V (t), α′(t), V (t)) dt

+

[〈
∇ ∂

∂s

∂F

∂s
, α′(t)

〉]t=1,s=0

t=0,s=0

−
∫ 1

0

〈
D

dt
α′(t),∇ ∂

∂s

∂F

∂s

〉
dt

Proof. The first variation formula gave us

1

2
E ′(0) =

1

2

∫ 1

0

∂

pds

〈
∂F

∂t
,
∂F

∂t

〉
|s=0 dt

=

∫ 1

0

〈
∂F

∂t
,∇ ∂

∂s

∂F

∂t

〉
|s=0 dt

=

∫ 1

0

〈
∂F

∂t
,∇ ∂

∂t

∂F

∂s

〉
|s=0 dt

=

∫ 1

0

〈
α′(t),∇ ∂

∂t
V (t)

〉
dt

=

∫ 1

0

[
∂

∂t
〈α′(t), V (t)〉 −

〈
∇ ∂

∂t
α′(t), V (t)

〉]
dt.

The second derivative is given by

1

2
E ′′(t) =

∫ 1

0

∂2

∂s2

〈
∂F

∂t
,
∂F

∂t

〉
|s=0 dt

=

∫ 1

0

〈
∂F

∂t
,∇ ∂

∂s
∇ ∂

∂s

∂F

∂t

〉
|s=0 dt+

∫ 1

0

〈
∇ ∂

∂s

∂F

∂t
,∇ ∂

∂s

∂F

∂t

〉
|s=0 dt

=

∫ 1

0

〈
∂F

∂t
,∇ ∂

∂s
∇ ∂

∂t

∂F

∂s

〉
|s=0 dt+

∫ 1

0

∣∣∣∣∇ ∂
∂t

∂F

∂s

∣∣∣∣2
s=0

dt

=

∫ 1

0

〈
∂F

∂t
,∇ ∂

∂t
∇ ∂

∂s

∂F

∂s

〉
|s=0 dt−

∫ 1

0

〈
∂F

∂t
, R

(
∂F

∂t
,
∂F

∂s

)
∂F

∂s

〉
|s=0 dt+

∫ 1

0

∣∣∣∣∇ ∂
∂t

∂F

∂s

∣∣∣∣2
s=0

dt

=

∫ 1

0

[
∂

∂t

〈
∂F

∂t
,∇ ∂

∂s

∂F

∂s

〉
−
〈
∇ ∂

∂t

∂F

∂t
,∇ ∂

∂s

∂F

∂s

〉]
s=0

dt

−
∫ 1

0

〈α′(t), R(α′(t), V (t))V (t)〉 dt+

∫ 1

0

〈
D

dt
V (t)

〉2

dt.

Applying the fundamental theorem of calculus finishes the proof. �

We make several observations:

(1) If F is a variation fixing the endpoints, then the term in brackets in the proposition
vanishes.

(2) If α is a geodesic, then∇∂/∂tα
′(t) = 0 and so the last term in the proposition vanishes.

(3) If both of the above hold and we integrate by parts (and use a symmetry of R), we
obtain

1

2
E ′′(0) =

[〈
D

dt
V (t), V (t)

〉]t=1

t=0

−
∫ 1

0

〈
V (t),

D2

dt2
V (t) +R(V (t), α′(t))α′(t)

〉
dt.
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(4) If (M, g) has non-positive sectional curvature, then E ′′(0) > 0 for variations of
geodesics fixing the endpoints, i.e., geodesics are minimizers of energy.

(5) Similarly, if α is a geodesic and L(α) is sufficiently small, then the second integral in
the proposition is small and so short geodesics are also stable.

In fact, let’s give this a name (and write it as a bilinear form for later):

(2) I(V, V ) =

∫ 1

0

∣∣∣∣DdtV (t)

∣∣∣∣2 dt− ∫ 1

0

R (V (t), α′(t), α′(t), V (t)) dt.

7.3. Jacobi fields. The third item in the note at the end of the last section motivates a
definition:

Definition 56. For a geodesic α, a vector field V ∈ X (α) is a Jacobi field if

D2

dt2
V (t) +R (V (t), α′(t))α′(t) = ∇α′(t)∇α′(t)V (t) +R (V (t), α′(t))α′(t) = 0;

for all t.

Standard results from (linear!) ordinary differential equations tell us that the initial value
problem is well-posed, i.e., given v, w ∈ Tα(0)M , there is a unique Jacobi field V ∈ X (α)

with V (0) = v and D
dt
V (0) = w.

Proposition 57. If α is a geodesic and V ∈ X (α) is a Jacobi field, then there are a, b ∈ R
and a normal Jacobi field W (i.e. a Jacobi field W with W (t) ⊥ α′(t)) so that

V (t) = W (t) + (a+ bt)α′(t).

Proof. Observe that because α is a geodesic we have

d2

dt2
〈V (t), α′(t)〉 =

〈
D2

dt2
V (t), α′(t)

〉
= −R (V (t), α′(t), α′(t), α′(t)) = 0,

so that

〈V (t), α′(t)〉 = a+ bt

for some constants a, b ∈ R. Let W (t) = V (t)− (a + bt)α′(t), so 〈W (t), α′(t)〉 = 0 and thus
W is normal. Now (a + bt)α′(t) is a Jacobi field, and the Jacobi equation is linear, so W is
also a Jacobi field. �

One way Jacobi fields arise is via families of geodesics:

Theorem 58. Let α : [0, 1]→M be a geodesic.

(i) If F : [0, 1] × (−ε, ε) → M is a variation of α through geodesics (i.e., t 7→ F (t, s) is a
geodesic for each s and F (t, 0) = α(t)), then ∂F

∂s
|s=0 ∈ X (α) is a Jacobi field.

(ii) All Jacobi fields along α arise in this way.

Proof. The first statement is a calculation:

∇ ∂
∂t
∇ ∂

∂t

∂F

∂s
= ∇ ∂

∂t
∇ ∂

∂s

∂F

∂t
= ∇ ∂

∂s
∇ ∂

∂t

∂F

∂t
−R

(
∂F

∂s
,
∂F

∂t

)
∂F

∂t
= −R

(
∂F

∂s
|s=0,

∂F

∂t

)
∂F

∂t
,

where in last equality we use that t 7→ F (t, s) is a geodesic for each s to conclude that
∇ ∂

∂t

∂F
∂t

= 0. Restricting to s = 0 we see that ∂F
∂s
|s=0 is a Jacobi field along α.
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For the other part, assume that V ∈ X (α) is a Jacobi field and let γ : (−ε, ε) → M be a
curve with γ(0) = α(0) and γ′(0) = V (0). Let X ∈ X (γ) be a vector field with X(0) = α′(0)
and

∇ ∂
∂s
X(s)|s=0 = ∇ ∂

∂t
V (t)|t=0.

Let F (t, s) = expγ(s)(tX(s)), so that

F (t, 0) = expα(0)(tα
′(0)) = α(t),

F (0, s) = γ(s),

so in particular
∂F

∂s
|s=0 = γ′(0) = V (0).

We now observe that
∂F

∂t
(0, s) = X(s),

and so

∇ ∂
∂s

∂F

∂t
|s=t=0 = ∇ ∂

∂s
X(s)|s=0 = ∇ ∂

∂t
V (t)|t=0 = ∇ ∂

∂t

∂F

∂s
|s=t=0.

Let Ṽ = ∂F
∂s
|s=0. As F is a variation of α through geodesics, Ṽ is a Jacobi field arising in

the claimed way. We now see by the above computation that

Ṽ (0) = V (0),

∇ ∂
∂t
Ṽ (t)|t=0 = ∇ ∂

∂t
V (t)|t=0,

so then uniqueness of solutions of linear differential equations implies that Ṽ = V , i.e., that
V arises by a variation of α through geodesics. �

Corollary 59. If α : [0, 1]→M is a geodesic and v ∈ Tα(0)M , then V (t) =
(
D expα(0)

)
tα′(0)

(tv)

is the unique Jacobi field along α with V (0) = 0 and D
dt
V (0) = v.

Proof. Let F (t, s) = expα(0) (t(α′(0) + sv)). Note that

∂F

∂s
|s=0 =

(
D expα(0)

)
tα′(0)

(tv) = V (t),

so V is indeed a Jacobi field. It is straightforward to check it satisfies the claimed initial
conditions. �

The theorem above motivates one of the main uses of Jacobi fields, which is a use more
akin to boundary value problems than to initial value problems:

Definition 60. If α : I → M is a geodesic and t0, t1 ∈ I with t0 6= t1, then α(t0) and α(t1)
are conjugate along α if there is a nontrivial Jacobi field V ∈ X (α) with V (t0) = V (t1) = 0.

Theorem 61. Let α : [0, 1]→M be a geodesic.

(i) Suppose there is no point conjugate to α(0) is not conjugate to α(t) for all t ∈ [0, 1].
There is a number ε > 0 so that if γ : [0, 1] → M is a piecewise smooth curve with
γ(0) = α(0), γ(1) = α(1), and d(γ(t), α(t)) < ε for all t ∈ [0, 1], then L(γ) ≥ L(α) with
equality holding if and only if γ = α up to reparametrization.
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(ii) Assume α(0) is conjugate to α(τ) along α for some τ ∈ (0, 1). Then there is a variation
F : (−ε, ε)s× [0, 1]t →M of α fixing the endpoints so that L(αs) < L(α) for sufficiently
small s.

The intuition (and idea of proof) is that the conjugate points come from zero eigenvalues
of the bilinear form I arising as the Hessian of the energy functional under variations fixing
the endpoints; having a negative eigenvalue at the end (so a direction in which one can
decrease length) forces a zero eigenvalue somewhere in the middle.

You should also note that the two parts of the theorem are not quite complementary:
you can think of this in analogy with the failure of the second derivative test in freshman
calculus. Indeed, the first part of the theorem tells us that the second derivative of energy
is positive, so a small variation will increase energy, while the second tells us that there is a
direction in which the second derivative is negative, so you can move that way to decrease
energy.

Before we prove the theorem, there’s a useful proposition about solving a boundary value
problem:

Proposition 62. Suppose α : I → M is a geodesic and t0, t1 ∈ I with t0 6= t1. If α(t0)
and α(t1) are not conjugate along α, then for all v0 ∈ Tα(t0)M and v1 ∈ Tα(t1)M , there is a
unique Jacobi field V along α so that V (t0) = v0 and V (t1) = v1.

Proof. This is essentially an elementary linear algebra statement in disguise. For w ∈
Tα(t0)M , let Jw denote the unique Jacobi field along α with Jw(t0) = 0 and D

dt
Jw(t0) = w.

Consider the map Tα(t0)M → Tα(t1)M given by

w 7→ Jw(t1).

This is a linear transformation and must be invertible because any nonzero element of the
kernel would give a Jacobi field vanishing at α(t0) and α(t1) but these points are not conjugate
along α.

Let V0(t) denote the Jacobi field along α with V (t0) = v0 and D
dt
V (t0) = 0. If L is the

linear map defined in the previous paragraph, let w = L−1(v1 + V (t1)), then one can check
that Jw + V0 is the unique Jacobi field satisfying the given boundary conditions. �

Proof of theorem. (i) If p = α(0) is not conjugate to α(t) for all t ∈ [0, 1], then by the
previous proposition, (writing v = α′(0))(

D expp
)
tv

is invertible for all t. By the inverse function theorem, expp is a local diffeomorphism in
a neighborhood of tv for each t ∈ [0, 1]. We then cover the compact set [0, 1]v ⊂ TpM
by a finite collection Ui of neighborhoods on which expp is a diffeomorphism. Let
0 = t0 < t1 < · · · < tk = 1 be a partition of [0, 1] so that [ti−1, ti]v ⊂ Ui, and let
ε > 0 be sufficiently small so that for all γ as in the theorem statement, there is a lift
β : [0, 1]→ TpM with γ = expp ◦β and β(t) ∈ ∪iUi for each t ∈ [0, 1].

By the Gauss lemma, we know

(3)
〈(
D expp

)
β(t)

(β(t)),
(
D expp

)
β(t)

(β′(t))
〉

= 〈β(t), β′(t)〉 .

By Cauchy–Schwarz, the left side is bounded above by∣∣∣(D expp
)
β(t)

(β(t))
∣∣∣ ∣∣∣(D expp

)
β(t)

(β′(t))
∣∣∣ = |β(t)|

∣∣(D expp)β(t) (β′(t))
∣∣ ,



40 DEAN BASKIN

where the equality also holds by the Gauss lemma. On the other hand, the right side
of equation (3) is equal to

1

2

d

dt
|β(t)|2 = |β(t)| d

dt
|β(t)| .

Dividing by |β(t)|, we therefore have |γ′(t)| ≥ d
dt
|β(t)|, and expp(β(1)) = γ(1) = α(1) =

expp(v), so β(1) = v because it’s close to v. We therefore have

L(γ) =

∫ 1

0

|γ′(t)| dt ≥
∫ 1

0

d

dt
|β(t)| dt = |β(1)| = |v| = L(α).

The equality statement follows from arguments analogous to those we gave ealier about
minimizing geodesics. (These are locally minimizing.)

(ii) We sketch a proof of the seonc statement. Let V (t) denote the nontrivial Jacobi field
along α with V (0) = 0 and V (τ) = 0. Let W (t) be a vector field along α so that
W (0) = 0, W (1) = 0, and

W (τ) = −D
dt
V (t)|t=τ .

For δ ∈ R, we define a piecewise smooth vector field X along α by

X(t) =

{
V (t) + δW (t) t ∈ [0, τ ]

δW (t) t ∈ [τ, 1]
.

Note that X is continuous because V vanishes at τ . Now we calculate, using the bilinear
form I defined above (2):

I(X,X) =

∫ τ

0

∣∣∣∣DdtV (t)

∣∣∣∣2 dt+ 2δ

∫ τ

0

〈
D

dt
V (t),

D

dt
W (t)

〉
dt+ δ2

∫ 1

0

∣∣∣∣DdtW (t)

∣∣∣∣2 dt
−
∫ τ

0

R (V, α′, α′, V ) dt− 2δ

∫ τ

0

R (V, α′, α′,W ) t− δ2
∫ 1

0

R (W,α′, α′,W ) dt

= δ2I(W,W ) + 2δ

〈
D

dt
V (τ),W (τ)

〉
where in the last equality we used that V satisfies the Jacobi equation,∫ τ

0

〈
D

dt
V (t),

D

dt
W (t)

〉
dt =

[〈
D

dt
V (t),W (t)

〉]t=τ
t=0

−
∫ τ

0

〈
D2

dt2
V (t),W (t)

〉
dt,

and then that V satisfies the Jacobi equation again. Given our choice of W , we obtain
that

I(X,X) = δ2I(W,W )− 2δ |W (τ)|2 .
As W (τ) 6= 0 because V is nontrivial and vanishes at τ , I(X,X) < 0 for sufficiently
small δ > 0. We can then take

F (s, t) = expα(t)(sX(t))

to find a continuous variation through piecewise smooth curves that decreases length.
Approximating it by a smooth variation then finishes the proof.

�



MATH 623: DIFFERENTIAL GEOMETRY II 41

7.3.1. Another interpretation of Jacobi fields. Recall that the connection gives a splitting
(at each (p, v) ∈ TM) of T(p,v)(TM) into horizontal and vertical subspaces, i.e.,

T(p,v)(TM) = H(p,v) ⊕ V(p,v),
where V(p,v) = ker π∗ (so π∗ gives an isomorphism H(p,v) → TpM) and H(p,v) = kerK (so K
gives an isomorphism V(p,v) → TpM).10

We now let φt : TM → TM denote the geodesic flow map (sometimes called geodesic
spray). In other words, we let

φt(p, v) = (γ(t), γ′(t)) ,

where γ is the unique geodesic with γ(0) = p and γ′(0) = v.
Fix a geodesic α : I → M and a Jacobi field J along α. Let α̃ : I → TM denote the lift

of α, i.e.,

α̃(t) = (α(t), α′(t)).

We use the splitting above to encode the initial data of J at (p, v) = α̃(0). In particular, we
take ξ ∈ T(p,v)(TM) so that

Kξ =
D

dt
|t=0J(t), π∗ξ = J(0).

Such a ξ is guaranteed to exist by the splitting of T(p,v)(TM) into horizontal and vertical
subspaces. We now define Y (t) ∈ X (α̃) by

Y (t) = (φt)∗ ξ ∈ Tα̃(t)(TM).

Proposition 63. With J a Jacobi field along α and Y defined as above, we have

J(t) = π∗Y (t),

i.e., the Jacobi field J is given by the horizontal part of Y .

Proof. We appeal again to the uniqueness of solutions of differential equations; we demon-
strate equality by showing that π∗Y (t) is a Jacobi field along α with the same initial condi-
tions as J .

Choose a curve γ̃ : (−ε, ε)s → TM with γ̃(0) = (p, v) and γ̃′(0) = ξ (where ξ ∈ T(p,v)(TM)
is given as above). We then have

(φt)∗ ξ =
d

ds
(φt ◦ γ̃) (s)|s=0,

and

π∗Y (t) = π∗ (φt)∗ ξ =
d

ds
(π ◦ φt ◦ γ̃) (s)|s=0.

We now write γ̃(s) = (γ(s), γ′(s)) and set

F (s, t) = (π ◦ φt ◦ γ)(s) = expγ(s) (tγ′(s)) ,

so that F is a variation of α through geodesics and thus ∂F
∂s

= π∗Y (t) is a Jacobi field along
α.

10Recall that K : T(p,v)(TM) → TpM was the “Ehresman connection”. We defined it in terms of the
covariant derivative by taking ξ ∈ T(p,v)(TM) and choosing γ : (−ε, ε) → TM with γ(0) = (p, v) and

γ′(0) = ξ. We then set α = π ◦ γ and regarded γ ∈ X (α) to define Kξ ∈ TpM by Kξ = D
dsγ(s)|s=0. We

showed (in coordinates) that K was independent of the choice of γ.
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We now compute its initial data. Note that

π∗Y (0) = π∗(φ0)∗ξ = π∗ξ = J(0).

We regard γ̃ as a vector field over γ, so by definition

D

ds
γ′(s)|s=0 = Kξ =

D

dt
|t=0J(t).

But the other piece of initial data is

D

dt
π∗Y (t)|t=0 = ∇ ∂

∂t

∂F

∂s
|s=0,t=0 = ∇ ∂

∂s

∂F

∂t
|s=0,t=0 =

D

ds
γ′(s)|s=0,

finishing the proof. �

Corollary 64. If α : [0, 1] → M is a geodesic and v ∈ Tα(0)M , the unique Jacobi field V

along α with V (0) = 0 and D
dt
V (0) = v is given by

V (t) =
(
D expα(0)

)
tα′(0)

(tv) .

Proof. Note that
F (s, t) = expα(0) (t(α′(0) + sv))

is a variation through geodesics giving the Jacobi field V . You can check that it has the
right initial conditions. �

7.4. Applications of variational formulae. The main applications of Section 7.3 are the
following results connecting curvature and topology:

Theorem 65 (Synge). If M is a compact, oriented, even-dimensional Riemannian manifold
with strictly positive sectional curvatures then Π1(M) = 0.

Theorem 66 (Myers). If M is a complete Riemannian manifold with Ric(X,X) ≥ λ |X|2
everywhere for a fixed λ > 0, then

diam(M) = sup {d(p, q) | p, q ∈M} ≤ π

√
n− 1

λ

with equality holding on the sphere.

Corollary 67. Under the hypotheses of Myers’s theorem, M is compact by Hopf–Rinow.

Corollary 68. Under the same hypotheses, the universal cover of M is also compact and
thus Π1(M) is finite.

Proof of Synge’s theorem. Assume that Π1(M) 6= 0 and pick a noncontractible closed curve
γ. We may assume that γ is smooth and parametrized by [0, 1].

Find α ∈ [γ] that minimizes length. You can do this by looking at concatenations of broken
geodesics to tend to the infimum (which is positive because γ is not contractible and M is
compact). A technicality that we’re not addressing here is that you need an upper bound
on the number of break points, but you can aensure that each segment has some minimum
length because M is compact (so the size of balls on which you have normal coordinate
charts is bounded below). Without loss of generality, we can assume that α : [0, 1] → M is
a geodesic loop (so that α(0) = α(1) and α′(0) = α′(1)).

Let P t
0 : Tα(0)M → Tα(t)M denote parallel transport along α. Because parallel transport

preserves angles and lengths, P 1
0 : Tα(0)M → Tα(1)M = Tα(0)M is an orientation-preserving

isometry, i.e., P 1
0 ∈ SO(n).
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Because P t
0α
′(0) = α′(t), P 1

0α
′(0) = α′(1) = α′(0), so α′(0) is an eigenvector of P 1

0 with
eigenvalue 1. We want to find another one.

Parallel transport preserves angles, so P 1
0 preserves the subspace

V =
{
v ∈ Tα(0)M | 〈v, α′(0)〉 = 0

}
⊂ Tα(0)M.

The dimension of V is odd, so P 1
0 : V → V has a real eigenvalue (as odd degree polynomials

have at least one real root); because P 1
0 ∈ SO(n), at least one of these real roots must be

+1, i.e., there is some v ∈ Tα(0)M with v 6= 0, 〈v, α′(0)〉 = 0 with P 1
0 v = v.

Let V ∈ X (α) be V (t) = P t
0v, so V is parallel, and

I(V, V ) =

∫ 1

0

∣∣∇∂/∂tV (t)
∣∣2 dt− ∫ 1

0

R(α′(t), V (t), V (t), α′(t)) dt,

which must be strictly negative because the first term vanishes (as V is parallel) and the
sectional curvatures of M are bounded below away from zero. The variation

F (s, t) = expα(t) (sV (t)) = αs(t)

is a homotopy of α to a curve with strictly shorter length, contradicting that α minimized
length in its homotopy class. �

Proof of Myers’s theorem. Fix p, q ∈ M , we aim to bound d(p, q) from above by the pur-
ported bound. (It is easy to check that the sphere of radius λ−1 satisfies the claimed bound
with equality.)

As M is complete, there is a minimizing geodesic α : [0, 1] → M from p to q with
L(α) = d(p, q). Note that because α is minimizing, we have I(V, V ) ≥ 0 for all vector fields
along α with V (0) = 0 and V (1) = 0.

Choose X1, . . . , Xn−1 ∈ X (α) so that X1(0), . . . , Xn−1(0), 1
|α′(0)|α

′(0) form an orthonormal

basis for TpM and all Xj are parallel along α. In particular, at each t, they continue to form
an orthornomal basis for Tα(t)M .

Define

Yj(t) = sin(πt)Xj(t),

so Yj(0) = 0, Yj(1) = 0, and thus I(Yj, Yj) ≥ 0.
We compute

I(Yj, Yj) =

∫ 1

0

∣∣∣∣DdtYj(t)
∣∣∣∣− ∫ 1

0

R (Yj(t), α
′(t), α′(t), Yj(t)) dt

= π2

∫ 1

0

cos2(πt) dt−
∫ 1

0

sin2(πt)R (Xj(t), α
′(t), α′(t), Xj(t)) dt.

Sum over i = 1, . . . , n− 1 and observe that the last term gives a contraction of the Riemann
tensor (since Xj are orthonormal and the remaining direction is parallel to α′(t) and thus
the term is zero) to obtain

0 ≤
n−1∑
j=1

I(Yj, Yj) = (n− 1)π2

∫ 1

0

cos2(πt) dt−
∫ 1

0

sin2(πt) Ric(α′(t), α′(t)) dt

≤ (n− 1)π2

∫ 1

0

cos2(πt)− λ
∫ 1

0

|α′(t)|2 sin2(πt) dt.
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As α is a geodesic parameterized on a unit interval, we have |α′(t)| = L(α), so

L(α)2
∫ 1

0

sin2(πt) dt ≤ n− 1

λ
π2

∫ 1

0

cos2(πt) dt,

i.e.,

L(α) ≤ π

√
n− 1

λ
.

�

8. Submanifold geometry

Our aim in this section is to generalize the results from last semester about immersions
of surfaces in R3. Recall that if M is a smooth surface and F : M → R3 is an immersion, it
induces a metric g on M by

gij(x) =

〈
∂F

∂xi
,
∂F

∂xj

〉
.

(This is sometimes called the first fundamental form.)
The second fundamental form is given by

hij(x) =

〈
∂F

∂xi
,
∂ν

∂xj

〉
= −

〈
∂2

∂xi∂xj
, ν

〉
,

where ν is a unit normal to the hypersurface. (The second equality holds because
〈
∂F
∂xi
, ν
〉

=

0.) This definition requires an orientation on M to make global (as you need a global choice
of normal vector), but the Gaussian curvature (defined locally) does not:

κ = R(∂1, ∂2, ∂2, ∂1) = h11h22 − h212 = deth.

8.1. General set-up. Suppose now that M is a submanifold of M and that (M, g) is
Riemannian.11 The inclusion induces a Riemannian metric on M by restriction:

gp(v, w) = gp(v, w)
(
= gp(ι∗v, ι∗w)

)
.

For p ∈ M , we write the tangent space to M in terms of tangential (to M) and normal (to
M) components:

TpM = TpM ⊕ (TpM)⊥ , v = tan(v) + nor(v).

We define three spaces of vector fields on M (sitting inside M):

• X (M) is the space of vector fields on M taking values in TM (i.e., V : M → TM ,
Vp ∈ TpM),
• X (M) ⊂ X (M) is the space of vector fields on M taking values in TM (i.e,. nor(V ) =

0), and
• X⊥(M) ⊂ X (M) is the space of vector fields normal to M (i.e., tan(V ) = 0).

Let ∇ denote the Levi-Civita connection on (M, g) and ∇ denote the Levi-Civita connec-
tion on (M, g). Suppose X ∈ X (M) and V ∈ X (M). We’d like to define ∇VX. To do this,
we pick extensions of X and V to M , which we call X and V , i.e., X is a vector field on M
so that X|M = X.

11More precisely, you have an inclusion map ι : M → M . Nearly everything below should have pull-
backs/pushforwards by iota, but I won’t write them.



MATH 623: DIFFERENTIAL GEOMETRY II 45

Lemma 69. ∇VX|M is independent of extension.

Proof. The proof is essentially the same as when we defined the covariant derivative along
a curve. Suppose X restricts to X and that V restricts to V . Fix a point p ∈ M and take
local coordinates (x1, . . . , xn+k) so that M is locally defined by xn+1 = · · · = xn+k = 0. We
then have that ∂

∂xi
are a local frame for TM and the first n of them are a local frame for

TM .
We then compute

∇VX|M =
n+k∑
j=1

(
∇VX

)j ∂

∂xj
|M

=
n+k∑
i,j=1

V
i∂X

j

∂xi
∂

∂xj
|M +

n+k∑
i,j,`=1

V
i
X
`
Γ
j

i`(x)
∂

∂xj
|M ,

which restricts to (as V
n+i|M = 0 for i = 1, . . . , k)

n∑
i,j=1

V i∂X
j

∂xi
∂

∂xj
+
∑
i,j,`

V iX`Γji`
∂

∂xj
,

and this expression is clearly independent of how X and V were extended. �

Proposition 70. Suppose V,W ∈ X (M), X, Y ∈ X (M), and f ∈ C∞(M).

(i) ∇V+WX = ∇VX +∇WX, ∇fVX = f∇VX,
(ii) ∇V (X + Y ) = ∇VX +∇V Y , ∇V (fX) = f∇VX + V (f)X,

(iii) ∇VW −∇WV = [V,W ] ∈ X (M), and
(iv) V 〈X, Y 〉 =

〈
∇VX, Y

〉
+
〈
X,∇V Y

〉
.

Proof. All but (iii) follow immediately from properties of the Levi-Civita connection and the
fact that the definition of ∇ is independent of extendion. The third follows from M being a
submanifold as well; if ι denotes the inclusion map, we know immediately that

∇VW −∇WV = [V ,W ],

where V and W are extensions of V and W . In particular they are ι-related to V and W ,
so their Lie bracket is ι-related to [V,W ] and thus is equal to [V,W ]. �

8.2. The second fundamental form. We now want to compare our two covariant deriva-
tives. Suppose V,W ∈ X (M) and define

II(V,W ) = ∇VW −∇VW ∈ X (M),

the second fundamental form. A quick calculation shows that II is bilinear over C∞(M) and
so is a (1, 2)-tensor.

Proposition 71. Suppose V,W ∈ X (M).

(1) II(V,W ) ∈ X⊥(M) (so ∇VW = tan(∇VW ) and II(V,W ) = nor(∇VW )), and
(2) II(V,W ) = II(W,V ).

Proof. The second one follows almost immediately from the previous proposition:

II(V,W )− II(W,V ) = ∇VW −∇WV −∇VW +∇WV = [V,W ]− [V,W ] = 0.
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For the first, suppose that V,W,X ∈ X (M); it suffices to show that
〈
∇VW,X

〉
=

〈∇VW,X〉, as then 〈II(V,W ), X〉 = 0 (so II(V,W ) is orthogonal to all vectors tangent to
M).

Extend V,W,X to V ,W,X ∈ X (M). Recall our formula showing the existence and
uniqueness of the Levi-Civita connection:〈
∇VW,X

〉
=

1

2

[
V
〈
W,X

〉
+W

〈
V ,X

〉
−XV ,W −

〈
V , [W,X]

〉
−
〈
W, [X,V ]

〉
+
〈
X, [V ,W ]

〉]
.

Observe that the restriction of each term to M is the same expression without bars and
therefore yield 〈∇VW,X〉. (Strictly speaking, you need to do some symbol-pushing with
the inclusion map here; the last three terms follow from the Lie bracket of ι-related vector
fields being ι-related to the Lie bracket of the originals, while the first three follow almost
by definition.) �

We therefore have II : X (M)×X (M)→ X⊥(M).
We introduce another piece of notation: for V ∈ X (M) and X ∈ X⊥(M), we let

D⊥VX = nor(∇VX).

Theorem 72 (Gauss equation). Let V,W,X, Y ∈ X (M) and let R denote the Riemann
tensor for (M, g) and R denote the Riemann tensor for (M, g). R and R are related via the
second fundamental form:

R(V,W,X, Y ) = R(V,W,X, Y ) + 〈II(V, Y ), II(W,X)〉 − 〈II(V,X), II(W,Y )〉 .

Corollary 73. If Π ⊂ TpM is spanned by v and w, then

K(Π) = K(Π) +
〈II(v, v), II(w,w)〉 − |II(v, w)|2

|v|2 |w|2 − 〈v, w〉2
.

In particular, if dimM = 2 and dimM = 3, then you get the determinant of the second
fundamental form!

Proof of Gauss equation. Observe that

∇V∇WX = ∇V (∇WX + II(W,X))

= ∇V∇WX + II
(
V,∇WX

)
+∇V (II(W,X)) .

Using this identity twice yields

R(V,W )X = ∇V∇WX −∇W∇VX −∇[V,W ]X

= ∇V∇WX −∇W∇VX −∇[V,W ]X

+ II (V,∇WX)− II (W,∇VX)− II ([V,W ], X)

+∇V (II(W,X))−∇W (II(V,X))

= R(V,W )X + II(V,∇WX)− II(W,∇VX)− II([V,W ], X)(4)

+∇V (II(W,X))−∇W (II(V,X)) .

Now we take the inner product with Y ∈ X (M); since II ∈ X⊥(M), the second, third, and
fourth terms vanish. We then then use the compatibility of ∇ with the metric on M (and
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the fact that II and Y are orthogonal):

R(V,W,X, Y ) = R(V,W,X, Y ) +
〈
∇V (II(W,X)) , Y

〉
−
〈
∇W (II(V,X)) , Y

〉
= R(V,W,X, Y )−

〈
II(W,X),∇V Y

〉
+
〈
II(V,X),∇WY

〉
= R(V,W,X, Y ) + 〈II(V,X), II(W,Y )〉 − 〈II(W,X), II(V, Y )〉 ,

with the last equality holding because II(V, Y ) is the normal part of ∇V Y . �

To state the Codazzi equation, we need to discuss what we mean by the covariant derivative
of the second fundamental form. More precisely, we regard II as a a section of the vector
bundle

T ∗M ⊗ T ∗M ⊗ (TM)⊥ ,

equipped with the connection

∇⊥ = ∇T ∗M ⊗∇T ∗M ⊗D⊥.

In particular, for V,W,X ∈ X (M), we have

(∇⊥V II)(W,X) = D⊥V (II(W,X))− II (∇VW,X)− II (W,∇VX) .

Theorem 74 (Codazzi equation). For V,W,X ∈ X (M), the second fundamental form sat-
isfies

(∇⊥V II)(W,X)− (∇⊥W II)(V,X) = nor
(
R(V,W )X

)
.

Proof. Take the normal components of the identity (4) used in the proof of the Gauss equation
to obtain

nor
(
R(V,W )X

)
= 0 + II (V,∇WX)− II (W,∇VX)− II ([V,W ], X)

+D⊥V (II(W,X))−D⊥W (II(V,X))

= II (V,∇WX)− II (W,∇VX)− II ([V,W ], X)

+
(
∇⊥V II

)
(W,X) + II (∇VW,X) + II (W,∇VX)

−
(
∇⊥W II

)
(V,X)− II (∇WV,X)− II (V,∇WX)

=
(
∇⊥V II

)
(W,X)−

(
∇⊥W II

)
(V,X) + II (∇VW −∇WV − [V,W ], X) ,

which finishes the proof because the Levi-Civita connection is torsion-free. �

8.3. Example curvature computations. We consider a few main examples.

8.3.1. The round sphere. Consider the sphere SnR of radius R in Rn+1 and n ≥ 2. Note that
at x ∈ Rn+1, |x| = R, the outward pointing unit normal to SnR is

ν =
1

R
x,

where x is also regarded as the position vector. For a vector v ∈ TxM , note that the j-th
component of the directional derivative of the position vector is(

∇vx
)j

=
∑

vi
∂

∂xi
xj = vj,
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i.e., ∇vx = v. We compute

〈II(V,W ), ν〉 =
〈
nor
(
∇VW

)
, ν
〉

=
〈
∇VW, ν

〉
= V 〈W, ν〉 −

〈
W,∇V ν

〉
= − 1

R

〈
W,∇V x

〉
= − 1

R
〈W,V 〉 .

We now use the Gauss equation and the fact that Rn+1 is flat (i.e., R = 0) to see that

R(V,W,X, Y ) = 〈II(V, Y ), II(W,X)〉 − 〈II(V,X), II(W,Y )〉

=
1

R2
〈V, Y 〉 〈W,X〉 − 1

R2
〈V,X〉 〈W,Y 〉 ,

i.e., all sectional curvatures of SnR are equal to 1/R2.

8.3.2. Level sets of smooth functions. Suppose (M, g) is a Riemannian manifold, f ∈ C∞(M),
and 0 is a regular value of f (i.e., (Df)x is of maximal rank for all x ∈ f−1(0)), so that f−1(0)
is a smooth submanifold of M (of codimension one).

Note that grad f is orthogonal to TpM , so II is a multiple of grad f . We then compute

〈II(V,W ), grad f〉 =
〈
∇VW, grad f

〉
= V 〈W, grad f〉 −

〈
W,∇V grad f

〉
= − (Hess f) (V,W ),

where the Hessian of f is defined by

Hess f(V,W ) =
〈
W,∇V ∇ f

〉
.

(Note that the Hessian is a (0, 2)-tensor.)
We then have that

II(V,W ) = − 1

|grad f |2
Hess f(V,W ) grad f.

8.3.3. Graphs in Rn+1. Suppose u : Ω → R is a smooth function, where Ω ⊂ Rn is open,
and consider its graph

M =
{

(x1, . . . , xn, u(x1, . . . , xn)) | (x1, . . . , xn) ∈ Rn
}
⊂ Rn+1.

For convenience we also define the functions F : Ω→ Rn+1 by

F (x1, . . . , xn) = (x1, . . . , xn, u(x1, . . . , xn)),

and f : Ω× R→ R by

f(x1, . . . , xn, xn+1) = u(x1, . . . , xn)− xn+1.

Observe that 0 is a regular value of f and that M = f−1(0); M is also the image of F .
At each point the tangent space of M is spanned by vi = F∗ei, where ei are the standard

basis vectors in Rn. Concretely, we have

vi =



0
...
1
...
0
∂iu


=

(
ei
∂iu

)
,

where ei is the ith standard basis vector in Rn.
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The normal vector to M is given by

ν =
1

|∇f |
∇f,

where we have reverted to using ∇ instead of grad for the gradient because we are working
in Rn+1 instead of a general manifold. By the previous subsection, we know that

II(vi, vj) = − 1

|∇f |2
Hess(vi, vj)∇f =

−1√
1 + |∇u|2

∂2u

∂xi∂xj
ν.

(The induced metric is δij+∂iu∂ju; after we define the mean curvature vector in the following
section you can compute that we end up with the famous minimal surface equation here after
taking the trace.)

8.3.4. Hyperbolic space. Consider now the Minkowski space R1,n equipped with linear coor-
dinates (t, x1, . . . , xn) and the Lorentzian (pseudo-Riemannian of signature (1, n)) metric

−dt2 + dx · dx.

Let M be one sheet of the two-sheeted hyperboloid, i.e.,

M =
{
−t2 + |x|2 = −R2 | t > 0

}
.

Observe that the metric g induced by the Minkowski metric is in fact Riemannian (though
the Minkowski metric is not). Indeed, we can find an explicit parametrization of M by
F : Rn →M ,

F (x) =

(√
|x|2 +R2, x

)
.

Given p = (t, x) ∈M and writing F : Rn →M , the tangent space is given by

TpM = (DF )p(Rn) =

{(
vt

vx

)
| vt =

1

t
x · vx

}
.

On such a vector, we have

g(v, v) = −(vt)2 + vx · vx = −(x · vx)2

t2
+ vx · vx ≥ −|x|

2 |vx|2

t2
+ |vx|2 .

As |x|2 = t2 −R2, we have |x|2 /t2 < 1, so g(v, v) is strictly positive for v 6= 0.
One vector normal to M is given by the position vector(

t
x

)
,

which has inner product −R2 with itself. In particular, the “unit” normal (normalized to
have inner product −1 with itself) is given by

ν =
1

R

(
t
x

)
.

By the same argument as with a sphere, we have that

〈II(V,W ), ν〉 = −
〈
W,∇V ν

〉
= − 1

R
〈W,V 〉 .
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Now by the Gauss equation, we have

R(V,W,X, Y ) = 〈II(V, Y ), II(W,X)〉 − 〈II(V,X), II(W,Y )〉

=
1

R2
〈V, Y 〉 〈W,X〉 〈ν, ν〉 − 1

R2
〈V,X〉 〈W,Y 〉 〈ν, ν〉

=
−1

R2
(〈V, Y 〉 〈W,X〉 − 〈V,X〉 〈W,Y 〉) ,

i.e., the sectional curvatures of M are all −1/R2. (Exercise: Check that this copy of hyper-
bolic space is isometric to the others you’ve seen so far.)

8.4. Parallel transport and geodesics. As before, assume M ⊂ M is a submanifold, g
is a metric on M , and g is the induced metric on M .

Suppose α : I → M is a curve and Y ∈ X (α) is tangent to M . Using bars as before to
denote the extrinsic quantities and a lack of bars to denote the intrinsic ones, we have

D

dt
Y (t) = tan

(
D

dt
Y (t)

)
,

so that Y is parallel along α in M if and only if D
dt
Y (t) ⊥ Tα(t)M for all t.

By the discussion within the second fundamental form section (and our definition of the
covariant derivative along a curve), we have

D

dt
Y (t) =

D

dt
Y (t) + II(Y (t), α′(t)),

so in particular, α is a geodesic in M if and only if α′(t) is parallel in M if and only if
D
dt
α′(t) ⊥ Tα(t)M .

Proposition 75. The following are equivalent:

(i) Geodesics in M are also geodesics in M ,
(ii) II = 0, and

(iii) If α is a curve in M and v ∈ Tα(0)M , then the parallel transport of v along α in M

agrees with the parallel transport of v along α in M .

Proof. The third implies the first because geodesics are characterized by the fact that they
parallel transport their tangent vectors. The second implies the third by the formula relating
covariant derivatives in M and M .

For the remaining implication, take p ∈ M , v ∈ TpM and take a geodesic α in M with
α(0) = p, α′(0) = v. Since α is a geodesic in M , it must be a geodesic in M (by hypothesis),
so that

D

dt
α′(t) =

D

dt
α′(t) = 0,

and therefore II(α′(t), α′(t)) = 0, i.e., II(v, v) = 0 for all vectors v ∈ TpM . By our work last
semester,12 II must be skew-symmetric. As we already knew II was symmetric, we conclude
II = 0. �

Definition 76. If any of these conditions holds, then M is totally geodesic.

Now let’s restrict our attention to the setting where M is a hypersurface, so dimM = n
and dimM = n+ 1.

12It follows from the identity II(v + w, v + w) = II(v, v) + II(v, w) + II(w, v) + II(w,w).
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Definition 77. M is totally umbilic if II(V,W ) = 〈V,W 〉
(
1
n
H
)
, where H is the trace of II,

i.e.,

H =
n∑

i,j=1

gijII(vi, vj).

Let’s look at the situation when M = Rn+1 and g is the Euclidean metric. Assume
M ⊂ Rn+1 is a connected hypersurface and n ≥ 2. Let ν denote a choice of unit normal for
M .

Proposition 78. M is totally umbilic if and only if there is some λ ∈ R with II(V,W ) =
λ 〈V,W 〉 ν if and only if M is a piece of a sphere or a plane.

Proof. First note that R = 0, so the Codazzi equation implies that

(∇⊥V II)(W,X) = (∇⊥W II)(V,X).

We’ve already used before that the covariant derivative commutes with the trace, so, setting
h(V,W ) = 〈II(V,W ), ν〉 and τ =

∑
i,j g

ijhij the trace of h, we have, for any W

W (τ) =
∑
i,j

gij (∇Wh) (vi, vj),

which is then equal to ∑
i,j

gij
(
∇vjh

)
(vi,W )

by the consequence of the Codazzi equation. Note also that H = τν.
We turn to the proof. If M is totally umbilic, then h(V,W ) = 1

n
〈V,W 〉 τ . We apply this

identity with V = vi, take the derivative in vj, and then contract with the metric to get

n
∑
i,j

gij
(
∇vjh

)
(vi,W ) =

∑
i,j

gijvj(τ) 〈vj,W 〉 = W (τ),

but our earlier observation shows that the left side is also nW (τ). As n ≥ 2, we conclude
W (τ) = 0. As W was arbitrary, τ is lcoally constant, so τ = nλ, i.e., h = λg and II = λgν.

We treat the next part in two cases. First suppose λ = 0, so II(V,W ) = 0, so

0 =
〈
∇VW, ν

〉
= V 〈W, ν〉 −

〈
W,∇V ν

〉
= −

〈
W,∇V ν

〉
.

In particular, ∇V ν is orthogonal to M . As it is a unit normal vector, none of its derivatives
have normal components and hence ∇V ν = 0. This is true for all V tangent to M and so ν
is constant, i.e., M is part of a hyperplane.

If λ 6= 0, the same argument shows that〈
∇V ν,W

〉
= −λ 〈V,W 〉 .

Recalling that the positiion vector x satisfies ∇V x = V for all V , we then have〈
∇V (ν + λx),W

〉
= 0

for all vectors V,W tangent to M . Varying W shows that ∇V (ν+λx) is orthogonal to TxM ;
again ∇V ν has no normal component and ∇V x = V also has no normal component so indeed
∇V (ν + λx) = 0 for all vectors V tangent to M . In particular, there is a constant a ∈ Rn+1
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so that ν + λx = a for all x ∈ M (as M is connected). As ν is a unit vector, this implies
that ∣∣∣x− a

λ

∣∣∣ =
1

|λ|
,

for all x ∈M , i.e., M is a piece of a sphere.
The final implication is an exercise (and indeed we did it above!): you compute the second

fundamental form for a plane (II = 0) or a sphere (done above) to see that it has the desired
form. �

Appendix A. Smooth dependence on parameters

Last semester we had a more-difficult-than-necessary discussion of how solutions of ODEs
depend smoothly on parameters.


